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FOREWORD

This yearly workshop focuses on applications of thermal and fluids analysis in the
aerospace field. Its purpose is to bring industry, academia, and government together to
share information and exchange ideas about analysis tools and methods. Originating
from the Glenn Research Center, this was the first year the Thermal Fluids and Analysis
workshop was held at the Marshall Space Flight Center.

While each workshop contains short courses, hands-on classes, and product
overview lectures, only the technical papers and presentations are included in this
document.

The organizers of this year’s workshop consider it a privilege to participate in

such an event. We would like to thank all the authors, presenters, and industry
representatives who contributed to this year’s success.

James W. Owen Sheryl L. Kittredge
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SPACE SCIENCE PAYLOADS
OPTICAL PROPERTIES MONITOR (OPM)
MISSION FLIGHT ANOMALIES THERMAL ANALYSES

Craig P. Schmitz
AZ Technology, Inc.
Huntsville, Alabama

ABSTRACT

The OPM was the first space payload that measured in-situ the optical properties of materials and had data
telemetered to ground. The OPM was EVA mounted to the Mir Docking Module for an eight-month stay where
flight samples were exposed to the Mir induced and natural environments. The OPM was comprised of three optical
instruments; a total hemispherical spectral reflectometer, a vacuum ultraviolet spectrometer, and a total integrated
scatterometer. There were also three environmental monitors, an atomic oXygen monitor, solar and infrared
radiometers, and two temperature-controlled quartz crystal microbalances (to monitor contamination).
Measurements were performed weekly and data telemetered to ground through the Mir data system. This paper will
describe the OPM thermal control design and how the thermal math models were used to analyze anomalies which
occurred during the space flight mission.

BACKGROUND

In 1986, the National Aeronautics and Space Administration (NASA) Office of Aeronautics and Space
Technology (OAST) released an Announcement of Opportunity (AO) under the In-Space Technologies Experiment
Program (IN-STEP). This AO was issued to seek new experiments for space flight that were under development by
contractors or new experiments that were unable to be developed because of cost constraints. In response to this
AO, the OPM experiment was proposed as an in-space materials laboratory to measure in-situ the effects of the space
environment on thermal control materials, optical materials, and other materials of interest to the aerospace
community. The OPM was selected and funded.. The Marshall Space Flight Center (MSFC) in Huntsville, Alabama
managed the project.

The OPM was launched on STS-81 on January 12, 1997. Mounted in a SpaceHab Double Rack, the OPM
was Intravehicular Activity (IVA) transferred into the Mir Space Station on January 16, 1997. It was stowed for two
and one-half months before deployment and powered up on the Mir Docking Module by the first joint Russian-
American Extravehicular Activity (EVA) on April 29, 1997. On June 25, 1997, the OPM lost power because of the
Progress collision into Mir's Spektr module and did not regain operational status until September 12, 1997. The
OPM continued operation until January 2, 1998 when the OPM was powered down in preparation of the
January 8, 1998 EVA to retrieve the OPM. After a successtful Russian EVA retrieval, the OPM was later transferred
IVA into the Shuttle (STS-89) and returned to Kennedy Space Center (KSC) on January 31, 1998.

A detailed description of the OPM Experiment including an overview of the system design and mission
performance is provided in the “Optical Properties Monitor (OPM) System Report” ! Figure 1 is a photograph of
the deployed OPM. The OPM is seen near the 2 o’clock position on the Docking Module. Figure 2 illustrates the
OPM mounting orientation on the Mir Space Station. The baseline layout of the internal hardware is illustrated in
Figure 3. This layout shows the locations of the electronics boxes, experiment subsystems, and sample carousel.

1



iew).

Module End Vi

ing

OPM on MIR (Docki

1

Figure

:

R k‘@

\RURTTon s . 8
\ SR NI
NINEN .
A
e

R

OCKING MODULE - END VIEW

sPECTR

Ir.

the M

ing Orientation on

igure 2: OPM Mounti

F



ENCLOSURE

TIS
SUBSYSTEM

CAROUSEL SUBMUX BOARD

RADIOMETERS (2)

SAMPLE CAROUSEL

yuv POWER SUPPLY
SUBSYSTEM CENTER
EVA HANDRALL (2)
CAROUSEL DRIVE

POWER/DATA INTERFACE'

Figure 3: Layout of the Internal Hardware of the OPM.

OPM THERMAL CONTROL

The OPM experiment was modeled using SINDA’85/FLUINT® and TRASYS®! to calculate the
conduction and radiation heat transfer between the internal OPM components as well as its external environment. To
assist in the accuracy of the model predictions, the OPM was added to the integrated Mir/Docking Module thermal
models obtained from NASA/JSC™*!. The results of the predicted thermal values dictated how the OPM thermal
design was achieved for hot, cold, and nominal operating conditions. Further, the OPM timeline was analyzed to
mimimize peak input power requirements (kilowatts [kW], not kilowatt-hour [kWh]) and assess the internal
temperature fluctuations to the OPM. These predicted thermal extremes were not to exceed the component minimum
and maximum operating temperatures. Indeed, the OPM timeline was changed to modify the proposed measurement
sequence which decreased the component temperature extremes and peak power (kW). However, the measurements
sequence duration increased, increasing the total kWh.

Based on model predictions and the modified weekly timeline, the OPM was designed for passive thermal
control with active heaters to maintain a mimimum temperature of 0°C. The heaters maintained thermal control
during the quiescent periods of operation when the OPM was operating in monitor mode (i.e. not performing
measurements). During the measurement sequence, the heaters were switched off and the external thermal control
coatings coupled with the thermal capacitance of the OPM provided sufficient thermal control. The OPM heater
system design, located on the emissivity plate, consisted of two heater circuits with two 15-watt heater elements
mounted in parallel in each circuit. Heater control was effected by using thermistors on this plate to thermostatically
control their operation. Heater setpoints were selected approximately at 4°C (on) and 7°C (off). Thermal control
was evaluated for materials exposed directly to the space environment as well as those not exposed. For exposed
surfaces, the temperature control was achieved by the combination of various types of thermal control coatings, some
having low solar absorptance or high solar reflectance coupled with either low thermal emittance (AZT custom
coating) or high thermal emittance (white coating) in order to control absorption of direct solar irradiance and
reflected solar irradiance from Mir and/or the earth (albedo). Low thermal emittance coatings were used to minimize
radiation from selected OPM panels while high thermal emittance coatings were used on other panels to maximize
the thermal radiation. The unexposed surfaces were covered with MLI to minimize heat transfer. The combination
of materials provided the necessary thermal control to match the measurement sequence and overall timeline with the
expected Mir environment.



The “Thermal Data Book for the OPM Experiment” ') documents the details of the OPM thermal control
system design including the TRASYS geometric math models, the SINDA thermal math models, the design analyses,
and the thermal vacuum test program which was used to verify the math models. The “Mission Thermal Data Book
for the OPM” " documents the OPM thermal flight data including the use of the thermal math models to evaluate the
flight anomalies. A typical thermal profile, predicted by the models for the measurement sequence and compared to
flight data, 1s shown in Figure 4.
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Figure 4: OPM Reflectometer Thermal Profile for the Measurement Sequence

INSTRUMENTATION

The OPM thermal instrumentation consisted of 31 thermistors. Fach of the 31 thermistors is either epoxied
directly to the OPM structure or epoxied into an aluminum-mounting block mechanically attached to the OPM
structure. Table 1 provides a description of the 3 1-thermistor mounting locations.

Temperature data was recorded for each of the 31 thermistors throughout each of the 27 OPM measurement
sequences/timelines. The nominal OPM measurement cycle timeline is shown in Figure 5. Figure 6 shows the
combined set of 27 measurement cycle temperature profiles for Thermistor T28 located on the OPM Base Plate.

Temperature data was recorded for each of the 31 Thermistors throughout the mission while in the
monitoring mode. Temperature monitor data was recorded using two different time intervals. For one two-hour
period each day the monitor data was recorded using two-minute intervals. Figure 7 is an example of the two-minute
monitor data for May 6-7 1997. This data provides information on the temperature variations that occur during a
single 90-minute orbit. For the remainder of the day the monitor data was recorded using a two-hour time interval.
This data provides information on the temperature variations that occur over a twenty-four hour period (sixteen
orbits). The two-minute and two-hour monitor data have been combined into a single overall monitor data set.

All of the critical electronic components are mounted on either the Base Plate or the Emissivity Plate.
During the monitoring mode (non-measurement cycle) all of the component temperatures are driven by one of these
two locations. Figure 8 presents the temperature monitor data for the OPM Base Plate Thermistor (T28) and
Emissivity Plate Thermistor (T09) for the month of June 1997.



Table 1: OPM Thermistor Mounting Locations.

Thermistor Description Location Thermistor Description Location
# #
TOO Thermistor VR1 Carousel Tray 6 T16 Encl. Top Panel #1 Top Panel- TQCM Side
TO1 Thermistor VR2 Carousel Wheel 6 T17 Encl. Top Panel #2 Top Panel - AO Side
T02 Thermistor VR3 Carousel Wheel 7 T18 Reflectometer #1 Flex Mirror Mount
T03 Thermistor VR4 Carousel Tray 7 T19 Reflectometer #2 Monochromator Motor
Mount
T04 Thermistor VRS Carousel Tray 8 120 VUV Main Support Bracket
TOS Thermistor VR6 Carousel Wheel 8 T21 TIS #1 Green LASER (532 nm)
TO6 Thermistor VR7 Carousel Tray 1 T22 TIS #2 IR LASER (1064 nm)
T07 Thermistor VRS Carousel Wheel 1 123 AO AO Motor Mount
T08 Emissivity Plate #1 E-Plate 124 DACS DACS Mounting Flange
T09 Emissivity Plate #2 E-Plate 125 PSC PSC Top Cover
T10 Emissivity Plate #3 E-Plate 126 PAC PAC Top Cover
T11 Emissivity Plate #4 E-Plate 127 TQCM TQCM Mounting Plate
T12 Carousel Motor #1 Carousel Motor 128 Enc. Base Plate Base Plate
T13 Carousel Motor #2 Carousel Motor 129 Enc. Side Panel Left | Left Side Panel
T14 Encl. Top Cover #1 | Top Cover Top Rib T30 Enc. Side Panel Right | Right Side Panel
T15 Encl. Top Cover #2 Top Cover Front
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Figure 5: Nominal OPM Measurement Cycle Timeline.
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Monitor Data for June 1997
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Figure 8: OPM Temperature Monitor Data for June 1997

OPM THERMAL VACUUM TEST

The OPM was designed for passive thermal control with supplemental active resistance heating to maintain
an internal thermal environment between 0 and 40°C. The anticipated and documented Mir attitude orientation was
gravity gradient for seventy to eighty percent of the time. To simulate this environment, the OPM was placed in a
thermal vacuum chamber. Heat lamps were used to simulate the incident solar energy on the OPM. Based on
thermal analyses for the OPM mounted on the Mir Docking Module, minimum and maximum operating temperatures
were predicted for the “mission.” These thermal set points corresponded to OPM Base Plate temperatures of -5 and
+5°C at the beginning of a measurement cycle. Multiple thermal cycles were conducted while at vacuum with
functional tests performed at the minimum and maximum set points. Figure 9 illustrates the OPM Thermal Vacuum
Test Cycles. Figure 10 is the OPM in the thermal vacuum chamber.



OPM Thermal Tests
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Figure 9: OPM Thermal Vacuum Test Cycles.

Figure 10: OPM in the Thermal Vacuum Chamber.




The thermal vacuum test began with a functional test at ambient pressure and temperature to ensure the
OPM systems were setup and working properly. The chamber was evacuated to test pressure of at least 1x10” Torr
(typically 3x10° Torr) and a second functional test conducted to check experiment operation at vacuum prior to
beginning testing. The OPM was subjected to hot and cold survival temperatures, while non-operational, followed
by a functional test at ambient temperature. Four thermal cycles were conducted, with the first concurrent with a
thermal balance check to calibrate the thermal analyses to the actual hardware performance. Figure 11 is an example
of the thermal balance temperature comparison between the thermistors located on the Reflectometer instrument and
the OPM thermal models. The criterion for acceptable thermal balance was agreement within 5°C. The OPM proto-
flight hardware successfully passed the thermal vacuum tests.
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Figure 11: Thermal Balance Temperature Comparison for OPM Reflectometer Instrument.

OPM MISSION THERMAL DATA

For most space systems the primary purpose for development of thermal models is as a design tool.
However, as the OPM program demonstrates, the thermal models in conjunction with flight temperature data can be
extremely useful tools for evaluating the system performance and health.

One of the primary features of the OPM thermal control system is the use of Kapton-backed etched-foil
electric heaters to maintain temperatures above the minimum limit temperature of 0°C. Figure 12 shows a typical
temperature profile for the emissivity plate during two cycles of heaters "On" and "Off.” The OPM heater "On" set
point is 65002 that converts to 4.2°C. The OPM heater "Off" set point is 60002 which converts to 6.7°C. Note that
the average of the emissivity plate thermistors TO8 and T09 are used for controlling the heaters. The Figure 12 data
is used as evidence that the heater system functioned within the design criteria.
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Figure 12: Typical OPM Heater Thermal Performance

In addition to evaluating specific components of the thermal control system, like the heater elements, the
thermal data obtained from the OPM flight has been used to characterize the overall thermal performance of the
OPM Thermal Control System. Figure 13 is an example of the temperature monitor data for the month of
May, 1997. During this first month of deployment the system temperatures, represented by the base plate and
emissivity plate thermistor data, was maintained between design limits (0-40°C). Figure 8, which summarizes the
monitor data for June, shows the base plate temperature exceeds 40°C on June 3rd.

The thermal event on June 3 resulted in an anomaly investigation of the orbital attitude of the Mir space
station. Figure 14 is an example of how the OPM thermal data was used to characterize the orbital attitude effects on
OPM System temperatures. The 38 °C rise in base plate temperature on June 3™ is directly related to the attitude
change of Mir. In this example the solar vector changed from 120 degrees from vertical, which is 30 degrees below
the plane of the OPM sample carousel, to 25 degrees from vertical. In addition, this thermal event occurs during the
four day period from June 3™ to June 7™ during which the Mir orbit is 100 percent in the Sun (no Earth shadow).
This set of orbital conditions describes the worst case hot orbital environment experienced by OPM. The preflight
Mir attitudes used for design of OPM were Mir X-axis gravity gradient (70%), Mir X-axis solar inertial (20%) and
undefined (10%). Since this attitude falls within the 10% undefined, the OPM design criteria was to maintain system
temperatures below the maximum limit temperature (40°C) for a duration of 2.4 hours (10% of 1 day). The OPM
base plate temperature after 2.4 hours 1s approximately 35°C which is below the design limit (40°C). The actual Mir
attitude change lasted for 7.6 hours which exceeds the preflight design criteria and results in base plate temperatures
of 60°C. Although the OPM base plate temperatures exceeded the design criteria on eight occasions (6/2, 6/13,
6/24, 11/3, 11/4, 11/27, 12/25, and 12/26) during monitoring mode and on three occasions (5/20, 6/3, and 6/24)
during measurement cycles the only known temperature/external environment related failures of OPM hardware
during the Mir mission is the radiometer sensor which failed on June 3™.
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Figure 13: OPM Temperature Monitor Data for May 1997
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The first significant mission anomaly was the failure of the VUV instrument. The first indication of an
anomaly with the VUV instrument occurred upon review of the first data transfer from Mir on April 30, 1997. This
first data set included raw data from the measurement timeline which occurred on April 29. Included in this data
were the raw data from the VUV instrument. This data was not within the expected measurement range.
Immediately a fault analysis, and fault analysis tree were performed to determine possible causes for failure and
possible courses of action for correcting the problem. The resulting fault tree resulted in a large number of possible
causes for failure including bad detectors, VUV lamp sources, carousel position, data management software, etc. No
direct evidence of the cause of the VUV failure was available real time during the mission. Visual inspection was
the only methodology for evaluating many of the possible failure modes. However, the thermal data proved to be a
very convineing indirect source of evidence pointing at the Deuterium Lamp as the most probably cause for failure.

Figure 15 is a comparison of the OPM April 29™ Flight Data Thermistor T20 with parametric temperature
profiles generated using the OPM SINDA thermal math model. Three parametric models were generated using
SINDA. The first model assumes that the VUV was fully functional (20W lamp, 10W lamp heater and 4.5W stepper
motors), the second model assumes that the lamp was not functional (10W lamp heater and 4.5W stepper motors),
the third option assumes that both the lamp and the lamp heater are not functional (4.5W stepper motors). The
model with both the lamp and lamp heater not functional shows excellent agreement with the flight data. This data
was included in the VUV anomaly fault analysis which was performed during the OPM mission prior to retrieval.
This thermal evidence was one of the key factors that identified the lamp as the most probable cause of the VUV
anomaly. Post flight inspection of the OPM VUV confirmed that the lamp did not function due to a broken lamp
heater element.
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Figure 15: Typical VUV Thermal Profile.

The other major OPM mission anomaly was the loss of Mir power. This anomaly affected OPM in two
significant ways. The first is the loss of power to OPM itself. The second is the resulting reduction in attitude
control of Mir which continued to occur throughout the remainder of the OPM Mir mission.
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The OPM experiment was flown on Mir without a real time clock. Mission elapsed time was recorded
using an elapsed time clock. The result is that significant errors between the mission elapsed time and real time were
produced during each of the OPM power losses. The most significant of these power losses resulted from the
Progress collision with Spektr on June 25™ The collision occurred on June 25, 1997 on the Mir Station while
practicing manual rendezvous procedures. Upon collision, the crew reacted quickly to seal off the leaking Spektr
module and to conserve power. The OPM power was then severed in order to conserve battery power. The power
remained off until September 12, 1997, when the OPM was officially repowered. Later, the OPM Team discovered
the OPM power was not shut down by turning the power breaker to the "Off" position in the Docking Module and/or
in the Krystal module. Instead, once the Krystal module was repowered, the power to OPM began cycling. In fact,
the OPM experiment was powered up when the Mir Station entered the sunlight, and went off (unpowered) when it
went beyond the terminator. When this was realized, the OPM was powered down at the power breaker until ready
for official power up. Figure 16 shows the estimated power on/off status chart for the period between September 12
and October 12, 1997. The OPM did not have a real-time clock, only an elapsed timer so the exact times cannot be
determined. The time is given in Decreed Moscow Time (DMT) - the time used by the Mir crew.

The OPM temperature data combined with the Mir attitude data (Figure 17) and the OPM “ON” timeline
(Figure 16) obtained from the Mir daily activity reports has been used to adjust the OPM mission elapsed time to a
best estimate of real time. Table 2 summarizes the correction factors which have been applied to the mission elapsed
time beginning with the powering “ON” of OPM on September 9, 1997. No correction has been applied to the
period between September 9 and 15 due to a lack of significant Mir attitude events or accurate OPM Power status
information. Figure 18 is an example of how the OPM base plate responded to Mir attitude changes on November 6
- 11, 1997. This data incorporates the seven-hour correction to the timeline as shown in Table 2. Note that “loss of
power” is an anomaly that was beyond the scope of the OPM mission. The OPM design was shown to be capable of
fully recovering from this condition. Sufficient thermal data was recorded to allow a reconstruction of the mission
timeline within the accuracy of the 2-hour monitoring data. No science data was lost or rendered unusable due to the
inaccuracy of the reconstructed mission timeline.

The OPM experiment lost Mir power on several occasions after the June 25th collision. On at least six
occasions the OPM was restarted from a "Cold Soak" condition (Base Plate below -10°C). Four of the restarts were
immediately followed by an OPM measurement cycle (9/12, 9/14, 9/24, and 11/23). Two of the restarts occurred
during monitoring mode (~9/9 and 10/21). Figure 19 shows the rate at which the OPM recovers to nominal
temperatures after a cold restart on October 21, 1997. Both the base plate and the emissivity plate are above 0°C
within five hours of restart. Note that "loss of power" is an anomaly which was beyond the scope of the OPM
mission. However, the OPM design was shown to be fully capable of recovering from this condition.
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Figure 17: OPM/Mir Attitude Data for November, 1997.

Table 2: OPM Mission Elapsed Time Correction.

MET Correction Corrected Timeline
Start End hrs:min:sec Start End

9/9/97 17:15 9/15/97 17:18 0:00:00 9/9/97 17:15 | 9/15/97 17:18
9/22/97 1:41 9/22/97 3:41 56:00:00 9/24/97 9:41 | 9/24/97 11:41
9/23/97 1:10 9/28/97 23:18 36:00:00 9/24/97 13:10 | 9/30/97 11:18
10/1/97 0:18 10/10/97 1:37 -10:53:00 9/30/97 13:25 | 10/9/97 14:44
10/10/97 21:05 10/19/97 15:13 14:00:00 | 10/11/97 11:05 | 10/20/97 5:13
10/19/97 15:13 10/20/97 23:15 56:22:00 | 10/21/97 23:35 | 10/23/97 7:37
10/23/97 1:16 10/24/97 21:33 8:22:00 10/23/97 9:38 | 10/25/97 5:55
10/25/97 11:33 11/21/97 18:03 7:00:00 | 10/25/97 18:33 11/22/97 1:03
11/22/97 11:55 12/31/97 15:22 42:23:00 11/24/97 6:18 1/2/98 9:45
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Figure 18: OPM Thermal Response to Mir Attitude change on November 6-11, 1997.
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SUMMARY AND CONCLUSIONS

A thermal control system was designed for the OPM Experiment. Detailed SINDA and TRASYS models
were developed for the OPM which were used to evaluate system health and performance. Thermal flight data and
thermal analysis techniques were demonstrated to be critical sources of information in the evaluation of flight
anomalies.
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Shuttle & Transfer Orbit Thermal Analysis &
Testing of the Chandra X-Ray Observatory CCD
Imaging Spectrometer Radiator Shades

John R. Sharp
NASA, Marshall Space Flight Center




e Chandra X-Ray Observatory

e Advanced CCD Imaging Spectrometer (ACIS)

— CCD cooled to -120 °C +1 °C . Utilizes “Shades” to optimize Radiator environment




e Chandra launched aboard STS-93 into ~130nm LEO

» Transfer to final orbit consisted of 2 Inertial Upper
Stage burns and 5 Integral Propulsion System Burns

 Final target orbit: 10,000 km x 140,000 km

e Final Chandra orbif




» Transfer Orbit thermal analyses of Chandra w/low
fidelity radiator shades did not show temperature
exceedances.

MSFC highly detailed models developed of shades
revealed that LEO heating and subsequent transfer
orbit solar impingement on high a/e goldized Kapton
resulted in very high localized temperatures.

This overview discusses the analytical results and
solutions/testing of over-temperature problem




* Geometric Modeling in TSS w/specularity

— 800 surfaces to represent radiator facesheets, support posts and edgefill
— 3 Orbital Heating configurations (In-bay, elevated stack & free flying)

29° Elevated

(prior to deploy)




« Low Earth Orbital Heating Calculations

— TSS used to calculate LEO heating to determine worst Beta Angle
[ B=-52° exposes larger area to solar impingement for longer time

Beta=-52°, Altitude = 150 nm circular or
Goldized Kapton (a/e=.21/.02)
Nodes 41010 and 5010

Telescope Shade Flux
Sunshade Fl

Sun View of Shades at  Sun View of Shades
Terminator Entry at Terminator Entry

(B=-52%) (p=0°)




e Transfer Orbit Heating Calculations

— TSS used to calculate heating post-IUS 320 km x 64,000 km orbit
— Free Drift & burn attitudes assumed to result in worst-case solar view

Free Drift & Burn
Attitude Solar Heating

Worst-Case Hot
Transfer Orbit Timeline




Results:

— Temperatures reach ~180°C during LEO, which is 55 °C above adhesive
cure temperature used to bond Kapton to facesheet & facesheet to core.




* Due to high MSFC temperature predictions, an EU
shade was tested to 180 °C @ LMAC.

— Bubbling of goldized Kapton noticed at ~120 °C. Rupture at 180 °C dwell due
to moisture desorption and outgassing




» Several options were generated for solving the
debonding/overheating issue:

Options to lower temperature could not affect subsequent on-orbit
performance (€.g., reaching -120 °C focal plane)

LMAC proposed crosscuts in Kapton to allow outgassing
Rebuilding shade w/higher temp adhesive ruled out by cost/schedule

Operational workarounds not feasible due to effects on rest of
Observatory, JSC/IUS interface impacts, schedule.

MSFC proposed overcoating existing shade with vapor-deposited
aluminum (VDA) to lower solar absorptance to 0.10-0.12 with increase
in emittance from 0.02 to 0.03. (o/e ~ 4.0 instead of ~10.0)

» Overcoating required intermediate Chrome for robustness and
overcoat of silicon dioxide




* Worst-Case Analysis w/VDA is 123.7 °C.
* RSS of assumption uncertainty reduces to 102 °C

Telescope Shade Node 41146
Sunshade Node 5201




Thermocouples bonded w/high temp., thermally conductive adhesive to

backside of VDA facesheet via holes drilled through back facesheet/core

Pristine Shade Area for Cycle Testing

Thermocouple Bead

Thermocouple
Mounting




AN
“ VDA coupons used as

- Optical Witness Samples

Lamps powered with
shade under vacuum

IR Lamp Flux Mapping
with Water-Cooled
Pyrheliometer




24 Cycles to above 125 °C performed. Unit removed for Inspection, then
replaced into chamber for crosscut venting hot soak test (=180 °C)

Cluster
of Small Larger Delaminated
bubbles Areas




Following the T/V testing, the shades were visually
inspected and evaluated:
— Crosscuts in “bubble” areas were found to not fully penetrate Kapton
— A “Tape test” performed to test adhesion

— Solar absorptance & emittance compared to pre-test on shade and Optical
Witness Samples (No Change)

Based on MSFC analysis/testing, the Chrome/VDA/Si0O,

overcoat approved for flight.




THERMAL ANALYSIS OF A FINITE ELEMENT MODEL
IN A RADIATION DOMINATED ENVIRONMENT

Arthur T. Page
National Aeronautics And Space Administration
George C. Marshall Space Flight Center
MSFC, AL 35812

ABSTRACT

This paper presents a brief overview of thermal analysis, evaluating the University of Arizona mirror design, for the
Next Generation Space Telescope (NGST) Pre-Phase A vehicle concept. Model building begins using Thermal
Desktop™, by Cullimore and Ring Technologies, to import a NASTRAN bulk data file from the structural model of
the mirror assembly. Using AutoCAD® capabilities, additional surfaces are added to simulate the thermal aspects of
the problem which, for due reason, are not part of the structural model. Surfaces are then available to accept
thermophysical and thermo-optical properties. Thermal Desktop™ calculates radiation conductors using Monte
Carlo simulations. Then Thermal Desktop™ generates the SINDA input file having a one-to-one correspondence
with the NASTRAN node and element definitions. A model is now available to evaluate the mirror design in the
radiation dominated environment, conduct parametric trade studies of the thermal design, and provide temperatures
to the finite element structural model.

INTRODUCTION

The NGST, Figure 1, is NASA’s planned successor to the Hubble Space Telescope. NGST is being designed as a
large imaging and spectroscopic instrument capable of observing sources in the near infrared (IR) wavelengths.
Marshall Space Flight Center’s (MSFC) role in this evolving program includes feasibility studies and technology
development demonstrations for the optical telescope assembly (OTA). MSFC’s Thermal Control Systems Group
also supports the program office at Goddard Space Flight Center (GSFC) as a member of the integrated analysis
team. The University of Arizona (UofA) is one of several participants in the NGST Mirror System Demonstrator
contracts developing technology for large, lightweight optics. FEach of the participant’s mirror designs will
eventually be evaluated for relative performance by the integrated analysis team using a baseline Telescope design
commonly referred to as the “yardstick” design.

Figure 1: GSFC Pre-Phase A NGST conceptual design '



TELESCOPE DESCRIPTION

The NGST Telescope is composed of four major subsystems, Figure 2, which include the Sunshade, Primary Mirror
(PM) Assembly, Secondary Mirror (SM) with mast, and the Integrated Scientific Instrument Module (ISIM). The
Sunshade is a deployable structure basically acting as multi-layer insulation (MLI) to block direct solar energy from
the OTA. The PM assembly is also a deployable structure too large to launch in a fixed position. The central petal
1s fixed and surrounded by deployable petals. Once deployed, the PM assembly has a diameter of approximately 8.5
meters. The SM is mounted at the end of a composite mast attached to the central petal of the PM.

Figure 2: NGST Major Subsystems

Since the Telescope investigates near IR sources, the primary mirror must be maintained at stable temperatures near
35 Kelvin. The NGST baseline orbit is at the ‘1.2° Lagragian point, Figure 3. The L2 point is located at an altitude
of approximately 3 times the distance from the earth to the moon. It remains on the anti-sun side of the earth. This
orbit, along with the Sunshade, provides a cold environment at very stable conditions

Figure 3: Lagrangian Points relative to the sun and earth orbit '



The NGST attitude is defined relative to the solar vector. Figure 4 shows how the attitude changes from having the

Sunshade normal to the solar vector, which is the hottest attitude, by slewing to as much as +/- 27° off axis, which is
the coldest attitude.

Figure 4. NGST slew maneuver

Figure 5 shows the UofA demonstrator mirror design for a single petal. The mirror is hexagonal shaped. Structural
models of this mirror are scaled up to about 3 m flat-to-flat to fit the “yardstick™ Telescope design. The front mirror
surface is glass approximately 2 mm thick. The glass is held in place by a complex assembly of linkages attached to
the backside of the mirror on one end and the actuators on the other end. Behind the glass mirror is the Reaction
Structure. The Reaction Structure is an open-cell honeycomb composite. It includes a front and back face but
remains open-cell as an assembly. Actuators are mounted inside the cells of the reaction plate.

Glass

,/' Reaction
// Structure

Figure 5: University Of Arizona NGST Demonstrator Mirror *



ANALYTICAL OBJECTIVES

Mirror temperature effects are integrated into stress analysis, along with dynamic loading. The combined effects are
inputs to the optical analysis which evaluates performance of the individual petals and overall assembly. This
integrated analysis effort is used to compare relative performance of the various mirror designs, requirements for
individual components such as the actuators, and effects of other subsystem conceptual designs such as the SM mast
and ISIM. This effort also evaluates the necessity for cryo-figuring, effects of material selection, and effects of
mounting techniques.

More specifically, the first objective for the thermal analysis is to determine the maximum mirror temperatures
during the hot case attitude. This data is used to determine mirror deformations from ambient conditions and
evaluate the requirement for cryo-figuring. The second major objective is to determine the mirror temperature
response to a slew maneuver from the hot case attitude to the cold case attitude. This data is used to evaluate mirror
performance following the slew to determine when perturbations to the optical performance stabilize. The data is
also used to determine the required travel for actuators to correct for thermal deformations. Another major objective
is to compare temperatures and eventually stress magnitudes, dynamic response, and optical performance between
the detailed petal and the corresponding simplified petal. This data is used to determine the amount of surface detail
necessary in the integrated model to accurately evaluate overall performance criteria among the various disciplines.

In order to meet these objectives, the thermal analysis process follows a simple path. Sunshade temperatures are
provided as boundary conditions from GSFC for the hot and cold attitudes. The NASTRAN FEM model is
imported into Thermal Desktop™ and converted to thermal entities. Thermophysical properties, thermo-optical
properties, and surface thicknesses are defined. Surfaces/solids are added as necessary. The SINDA thermal
network is constructed and radiation conductors calculated. Temperatures are calculated using SINDA. Steady-
state temperatures are calculated at the hot attitude and then the boundary conditions are changed to reflect the slew
maneuver and a transient solution is completed. Temperatures are exported back to the NASTRAN FEM with a
one-to-one correspondence between calculated temperatures and grid points. Although this is a simple path, the
analytical process is not without significant challenges. These are discussed in the next section.

ANALYTICAL CHALLENGES

NGST performance and environmental requirements pose challenges to the integrated analysis effort that only a few
years ago would have been insurmountable. Previous telescopes, with strict optical performance requirements, often
chose to maintain mirror elements near ambient conditions with strict requirements on the thermal control system
(TCS) design. Optical performance can then rely on stable temperatures that remain near manufacturing conditions
of the mirror elements. Likewise, mirror elements are usually mounted inside a spacecraft structure allowing TCS
designs to dampen temperature excursions due to environmental changes. Such luxuries are not afforded NGST.
Due to NGST IR imaging requirements, optical elements must be near 35 K during operation, thereby making
thermal effects over a large temperature span play a major role in optical performance. NGST also requires a large
mirror assembly which necessitates lightweight, deployable elements. Mirror elements are too large to be enclosed
in a spacecraft structure. The thin surfaces, naturally, have large temperature gradients. In summary, integration
analysis and most notably thermal analysis becomes much more important for the NGST design and performance
evaluation.

Integration analysis passes thermal and dynamic responses to stress models which combine the various loads into
final mirror deformations. The deformations are then passed on to optical models to evaluate final performance.
Therefore, the stress model serves as the primary gateway of data sharing among disciplines. Several challenges
exist for this integration. First, there must be a routine interface between the stress FEM and the thermal model to
evaluate changing designs. There are many mirror designs, optical assembly designs, TCS designs, etc. Likewise,
the use of structural FEM in thermal analysis almost always dictates a large number of surfaces and grid
points/nodes. Second, the thermal model must evaluate temperatures of surfaces with specular optical properties,
driven by a radiation dominated environment.



Historically, thermal software packages that interface with FEM’s cannot perform full radiation analysis to calculate
radiation conductors, orbital heating, and add surfaces as part of the TCS design. Some do not provide a means to
calculate non-linear temperature responses. In addition, most of these packages do not provide an interface to
SINDA which remains the tried and true workhorse of thermal analysts throughout NASA. The packages that do
provide an interface are sometimes not viable for continuously changing designs or designs driven by radiation.
Therefore, a gap results which greatly hinders integrated thermal analysis.

Within recent years a very few software packages have evolved that do provide, to one degree or another, interfaces
to FEM’s used by other analytical disciplines, interfaces to CAD packages used by designers, and finally, they are
capable of full thermal analysis with radiation. Thermal Desktop™, which runs within AutoCAD® | is one of the
most notable developments that does provide these capabilities. Thermal Desktop™ is used for NGST because of
its capability to import NASTRAN FEM’s, calculate radiation conductors for a very large number of surfaces, add
thermal design features, quickly change material properties and geometry, evaluate surfaces with specular
properties, and post-process temperatures for direct export back to NASTRAN. There are many other features
within the package that are not used for NGST analysis. Some of the more notable features are the capability to
evaluate articulating surfaces and the capability to reduce the number of surfaces in the model while maintaining the
original interface to FEM’s grid points.

THERMAL/STRUCTURAL MODEL

With the Sunshade added, the NASTRAN FEM has 2,015 elements (surfaces) and 1,466 grid points (nodes) once
imported into Thermal Desktop™, Figure 6. The detailed mirror has 785 elements (surfaces) while the simplified
mirrors have only 26 elements (surfaces) per petal. The FEM includes the Sunshade, PM Petals, SM Mast, and SM.
The FEM also includes the Reaction Structure for the detailed petal. This NASTRAN FEM serves as the basic
model used to share data among the various disciples conducting integrated analysis. Post-processed results from
the thermal analysis provide temperatures for each of these grid points in the NASTRAN FEM. The ISIM is not
included in this model because the baseline model used for comparison had no ISIM. This model does not include
elements for the Reaction Structure behind the simplified petals.

Figure 6: NASTRAN FEM of NGST with the UofA mirror design

Thermal analysis must consider radiation between the mirror petals and Reaction Structure and between the
Reaction Structure and Sunshade, Figure 7. Modeling the open-cell structure is discussed below. Using AutoCAD®
features, the simplified petal surfaces are copied and translated behind the mirror providing new surfaces for a
simplified Reaction Structure with identical detail, Figure 8. Using Thermal Desktop' " the new surfaces are put in a
separate submodel. Once the simplified Reaction Structure is added, the thermal model has 2,219 surfaces and
1,689 nodes.
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The next step in developing the thermal model is defining thicknesses and material properties of the various planer
surfaces. Thicknesses and material properties are used to calculate nodal thermal capacitance and linear conductors
to adjacent nodes. Surfaces are selected using a multitude of options within either AutoCAD® or Thermal
Desktop™. The PM is borasilicate glass while the Reaction Structure and SM Mast are laminated composites.
Properties are given in Tables 1 & 2. If material properties near 30 K are available they are used. Otherwise,
properties are set to those used in the “yardstick™ analysis. The PM surfaces are set to the actual glass thickness of 2
mm. The SM Mast surfaces are set to the actual thickness of 3 mm. The Reaction Structure surfaces are set to the
actual thickness of the single facesheet toward the PM which is 0.76 mm. This simplifies the honeycomb assembly
and provides conservative predictions on lateral temperature gradients. However, the material density of the
Reaction Structure is increased to include the total thermal capacity of the two facesheets and honeycomb webs.
This maintains accuracy for the transient analysis.
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The next step before beginning calculations is selecting the necessary surfaces to be included in the radiation
analysis and defining optical properties for those surfaces. This is a simple task for all structures except one. A
difficult situation exists with the honeycomb Reaction Structure. The structure is open-cell. Therefore, the backside
of the PM glass “sees” through the Reaction Structure to the Sunshade, Figure 7. A detailed model of each
individual cell would require too many surfaces to handle in the radiation analysis. As a common alternative,
simplifying assumptions are used. Optical properties for this structure include 11% transmissivity in the IR
wavelength. The transmissivity value is determined by importing design drawings of the facesheet. Again, using
AutoCAD® techniques, the relative surface area of the open-cells to facesheet is calculated.

Radiation conductors are now calculated and a SINDA network file is generated. The final analysis uses a total of
414,945 radiation conductors and 5,179 linear conductors.

RESULTS

As a checkout procedure, the temperatures are first calculated using only the radiation network. In this case only the
front mirror surface is active. This helps evaluate the radiation network and gives a quick comparison of the
detailed petal, to the left, and simplified petal, to the right. Mirror temperatures, Figure 9, show symmetry across the
PM assembly along a vertical axis as expected. It also shows good agreement between the detailed and simplified
petal. There is a shadow of the SM Mast toward the top of the PM assembly as it blocks radiation from the warmer
Sunshade below.

Figure 9: Results from a checkout run with radiation only



With the checkout complete the conduction network is added to the SINDA model. Calculations for the hot case
attitude show a maximum mirror temperature around 32 K, Figures 10 & 11. The temperature gradient across the
PM assembly is about 10 K. The central petal has the largest gradient of any single petal.

Figure 10: Final hot case results- isometric view

Figure 11: Final hot case results- front view

There is a large gradient at the interface between petals. Eventually, latches and/or hinges will be included that may
have significant effects on these gradients. It should be noted that these temperatures are not considered the best
possible with the UofA mirror design. Future analysis, to improve performance, should consider options to
eliminate direct radiation from the backside of the Mirror to the Sunshade. Gradients can be easily reduced with the
addition of insulation, for example. Temperatures for the entire vehicle are given in Figure 12.



Figure 12: Final hot case results- entire vehicle

During the maximum slew maneuver Sunshade temperatures decrease about 2 K on average. Figure 13 shows how
the Mirror and OTA structure respond to the different environment. Although the Mirror is lightweight, the
radiation coupling to the Sunshade is small. Therefore, Mirror temperatures continue to decrease for a long time
following the slew. Transient temperatures are used in the stress analysis to provide thermal deformations over a
period of time following the slew. This information is used to determine when optical stability is achieved.
Although Mirror temperatures continue to change many days following the slew, the rate of temperature change
decreases a great deal after about 36 hours, Figure 14.
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Figure 13: Slew Maneuver- Temperature Change From Initial Conditions
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Figure 14: Slew Maneuver- Rate of Temperature Change

CONCLUSIONS

Initial calculations show that the 1.2 orbit combined with the Sunshade design result in Mirror temperatures at or
below 32 K. Temperatures of the simplified petal show the same degree of fidelity in gradients as the detailed petal.
Therefore, the simplified petals do reflect the required amount of detail to accurately evaluate temperatures. Mirror
temperatures continue to decrease many days following a 27° slew maneuver. As a result of this effort, a thermal
model now exists to conduct parametric trade studies that evaluate various design changes to reduce gradients and
improve the optical performance. The thermal model can be quickly modified to reflect design changes as the
project matures.

This effort also demonstrates that Thermal Desktop™ is a useful tool to perform thermal analysis on FEM models in
an environment dominated by radiation interchange. The release of Thermal Desktop™™ is a major advancement in
tools available to the thermal analysis. Thermal analysis can now play a more active role in the integrated analysis
and concurrent engineering design effort.
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AN OVERVIEW OF THE THERMAL CHALLENGES
OF DESIGNING MICROGRAVITY FURNACES

Douglas G. Westra
NASA Marshall Space Flight Center

ABSTRACT

Marshall Space Flight Center is involved in a wide variety of microgravity projects that require furnaces,
with hot zone temperatures ranging from 300 °C to 2300 C, requirements for gradient processing and rapid
quench, and both semi-condutor and metal materials. On these types of projects, the thermal engineer is a
key player in the design process.

Microgravity furnaces present unique challenges to the thermal designer. One challenge is designing a
sample containment assembly that achieves dual containment, yet allows a high radial heat flux. Another
challenge is providing a high axial gradient but a very low radial gradient.

These furnaces also present unique challenges to the thermal analyst. First, there are several orders of
magnitude difference in the size of the thermal “conductors™ between various parts of the model. A second
challenge is providing high fidelity in the sample model, and connecting the sample with the rest of the
furnace model, yet maintaining some sanity in the number of total nodes in the model.

The purpose of this paper is to present an overview of the challenges involved in designing and analyzing
microgravity furnaces and how some of these challenges have been overcome. The thermal analysis tools
presently used to analyze microgravity furnaces and will be listed. Challenges for the future and a
description of future analysis tools will be given.

INTRODUCTION

Marshall Space Flight Center (MSFC) is the Lead Center for NASA’s Microgravity Research Program and
manages microgravity research projects at Marshall and other NASA Centers. One of the disciplines that
Marshall is responsible for managing is materials science. A fundamental goal of microgravity materials
science research is to better understand how buoyancy driven convection and sedimentation affect the
processing of the materials. By suppressing these gravity driven phenomena in the microgravity
environment of low earth orbit (LEO), other phenomena normally obscured by gravity may be investigated.
Studying the phenomena normally obscured by gravity allows the gravity driven phenomena to be better
understood as well.

Scientists from the academic and research communities apply to NASA to become Principal Investigators in
various materials science disciplines. The materials science discipline that is discussed here is directional
solidification processing of metals and semi-conductors. This specific discipline requires high temperature
furnaces that must meet challenging thermal requirements. These thermal requirements include providing a
large thermal gradient in the sample, a rapid quench at the end of processing, and very stringent isothermal
specifications within certain sections of the sample, to name a few. While meeting these thermal
requirements, containment of (sometimes-hazardous) materials and all other safety requirements must be
met. Many times, meeting the safety requirements makes meeting the thermal requirements extremely
difficult. Temperature measurement and other types of instrumentation issues are also significant furnace
design challenges.



Thermal mathematical modeling is very important in the design of these high temperature furnaces.
Thermal mathematical modeling is used in the preliminary design of the furnace, aids in the design process,
and is used to diagnose test data from the furnace. The thermal mathematical models must include the
numerical representation of the PI’s sample as well as the furnace in order to assess the sample’s impact on
the thermal performance of the furnace. This presents many challenges as well: adequately characterizing
the sample without generating a huge amount of nodes, several orders of magnitude difference between
thermal conductors in the model, and dealing with furnace control issues.

The main focus of this paper is to discuss the above referenced challenges. As an introduction to
microgravity materials science processing of metals and semiconductors, two types of furnaces will be
described. Following, some examples of sample systems and their containment will be described. Next,
furnace processing and control will be outlined. Then, the challenges associated with furnace design and
analysis will be discussed. Solutions that have been implemented and that are being considered will be
included. Finally, conclusions will be discussed.

DESCRIPTION OF TWO TYPES OF MICROGRAVITY FURNACES

There are a wide variety of furnaces that are used for materials processing. However, there are two types
that have been used for most of the furnaces designed and built by Marshall for metal and semi-conductor
processing. These two furnaces are related: 1) Bridgman-Stockbarger and 2) Bridgman furnaces.

Figure 1 shows a cutaway view of a Bridgman-Stockbarger furnace. This particular furnace operates in an
inert gas environment;, however, Bridman-Stockbarger furnaces may also be designed to operate in a
vacuum environment.

There are three main zones in this furnace: a hot zone, an adiabatic zone, and a cold zone. The hot zone 1s
designed to add heat to the sample radially such that the sample melts. Heat is radially extracted from the
sample in the cold zone such that the sample re-solidifies. Ideally, there is no radial heat transfer in the
adiabatic zone. The temperature difference between the hot zone and cold zone produces the required axial
gradient in the sample. The optimally designed furnace will operate such that the location of the solid-
liquid interface is located in the gradient zone. This is normally the gradient specified by the PI. It is
desirable that this gradient is in the adiabatic zone for the following reason: since there is (ideally) no radial
heat transfer in the adiabatic zone, the shape of the solid-liquid interface is flattest in the adiabatic zone.
Since the furnace is designed so that the design gradient is located in the adiabatic zone, this zone is also
commonly called the gradient zone.

A Bridgman-Stockbarger furnace has a “heated” cold zone as a distinguishing characteristic. The cold zone
is only “cold” relative to the hot zone. That is, the required axial thermal gradient is achieved by operating
the hot zone at temperatures on the order of 1200 —2200 C, while the cold zone operates on the order of
400 — 1000 C. Bridgman-Stockbarger furnaces are typically used for semi-conductor directional
solidification processing.

Figure 2 shows a Bridgman furnace design. This furnace operates in an inert gas environment. As with a
Bridgman-Stockbarger, a Bridgman furnace may also be designed to operate in a vacuum environment. The
Bridgman furnace has the same main components as the Bridgman-Stockbarger furnace: a hot zone, a
gradient or adiabatic zone, and a cold zone. However, a Bridgman furnace has an actively cooled cold
zone. The cold zone extracts heat from the sample at temperatures slightly warmer than ambient or cooler if
necessary. There are other features on the particular furnaces shown: a quench block is on both and a
vacuum block is shown on the furnace in Figure 2. On this Bridgman furnace, a water spray is used to
quench or rapidly cool the sample. The vacuum block is used to remove the water and steam mixture that
results when water is sprayed at a hot surface.
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Figure 1: Bridgman-Stockbarger Furnace that operates in an inert gas environment.
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Figure 2: Bridgman Furnace that operates in an inert gas environment.
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EXAMPLES OF SAMPLE CONTAINMENT ASSEMBLIES (SCA)

Figure 3 shows two sample containment assemblies (SCAs). The one on the left is that of a double-
contained system. The sample is contained directly within an ampoule. Common ampoule materials are
ceramics such as aluminum oxide (alumina), aluminum nitride, and graphite. The outer container is called
the cartridge, normally constructed of metals. There is a gap between the ampoule and the cartridge. The
materials or design of this gap will be explained in detail later on in this paper. The cartridge is affixed to
the support structure of the SCA.

The right side of Figure 3 shows a single-contained SCA, or simply, a crucible. The crucible is made of the
same materials as ampoules: ceramics such as aluminum nitride, etc. The SCA support structure is attached
to the crucible material in this case.
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Figure 3: Two different Sample Container Assembly (SCA) Designs.
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FURNACE PROCESSING AND CONTROL

Furnace processing normally begins by inserting the sample into the hot zone such that the entire sample is
melted. The sample is left to “soak” in the hot zone for several hours so that it is of uniform temperature
and composition. This is especially important with alloy materials.

Alfter the soak period, the furnace is translated with respect to the sample so that in effect, the sample 1s
“removed” from the furnace. Note, translating the furnace rather than the SCA is preferred so that the
furnace, not the sample, absorbs any disturbances associated with this translation. The translation rate is on
the order of millimeters per minute. As the sample is translated into the gradient (adiabatic) zone and then
into the cold zone, the molten sample material solidifies. There are transients due to end effects, but the
translation rate is often slow enough such that heat transfer can be characterized as a quasi-steady-state
process. Some scientists will vary the translation rate during one sample run, which then produces a break
in the quasi-steady-state process.

The structure and morphology of the solid-liquid front is very dependent on the material, the magnitude of
the gradient, and the translation speed. An entire paper could be written on this subject, but this is beyond
the scope of this paper. The phenomenon occurring at the solid-liquid interface and the resulting
microstructure are what the PI controls via his science requirements. A point should be made that in alloys,
the phase change is not isothermal. That is, the phase change takes place over a finite temperature range.
Therefore, there is not a distinct spatial solid-liquid interface. Rather, there is a finite length of sample over
which the phase change takes place. The length of the sample that contains both liquid and solid
components 1s known as the mushy zone.

The characteristics of the solid-liquid interface or mushy zone cannot be seen while it is being processed.
The nature of the solid-liquid interface or mushy zone may be predicted from the solidified microstructure
after processing, but it cannot be known exactly. Therefore, it is desirable to take a snapshot of what is
going on at the solid-liquid interface or mushy zone. This can be accomplished via rapid cooling or quench.
When a quench occurs, the materials at the solid-liquid interface do not have time to change into their
equilibrium morphology. The rapidness of the quench determines the quality of this snapshot. Therefore, it
is desirable to make this quench as rapid as physically possible.

Refer back to the Bridgman-Stockbarger furnace, Figure 1. Notice that within the hot zone, there are four
heaters shown: the hot guard heater, the main and redundant heaters, and the booster heater. The main and
redundant heaters occupy most of the axial length of the hot zone, with the main heater radially inside the
redundant heater. The redundant heater, as its name implies, is available in case the main heater fails.
However, to lengthen the life of the main heater, both main and redundant are often operated
simultaneously. With the redundant heater on, the main heater can operate at a lower power level, thus
increasing its expected operating life.

The guard heater, located on the bottom or cold end of the hot zone, is designed to operate at a higher
power density than the main/redundant heater. This helps to “guard” the sample from cooling due to heat
losses out the end of the furnace. The higher power density that the guard heater provides helps keep the
temperature profile at the end of the sample equal with the rest of the sample.

The booster heater, located adjacent to the gradient (adiabatic) zone, is also designed for a high power
density. By “boosting” the heat going into the sample, the axial gradient in the sample may be increased
exactly where it’s needed.

The cold zone in the Bridgman-Stockbarger furnace shown has main and redundant heaters and a guard

heater, for the same reason as in the hot zone. A booster heater is not necessary in the cold zone. The
main/redundant heater setpoint can be adjusted for optimum thermal gradient.
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Although this level of detail is not shown in Figure 2, the hot zone of most Bridgman furnaces is designed
with a guard heater, a main and redundant heater set, and a booster heater. The actively cooled cold zone
on Bridgman heaters obviously contains no heaters. There is presently a Bridgman furnace being designed
with two separately controlled booster heaters to allow for even better control and optimization of the
thermal gradient in the sample.

FURNACE AND SCA DESIGN CHALLENGES

The design and operation of the furnace and SCA are very interdependent. Therefore, this section includes
challenges associated with SCA design as well as furnace design.

FURNACE DESIGN CHALLENGES

There are several furnace design challenges that are critical to meeting the science requirements outlined by
the PI. The challenges listed here are hot zone design, gradient (adiabatic) zone design, cold zone design,
quench system design, control of multiple heaters in the hot zone, and temperature measurement.

Hot Zone Design

The purpose of the hot zone is to add heat to the sample radially to effect melting of the sample. There are
two major challenges to this. The first is to control the hot zone inner diameter temperature so that the
sample is driven to the temperature profile required by the PI. This issue is addressed below. The second
challenge is to achieve the required temperature profile with as little power as possible. Therefore,
sophisticated insulation design is required. Gas furnaces are insulated with high performance ceramic
insulation such as Zirconium Oxide. The best performing insulation will often not withstand the extreme
temperatures at the center of the hot zone. Therefore, a lower performing high temperature insulation is
used in the center, with the higher performing (lower maximum temperature) towards the outside of the
furnace. Refer back to Figure 1 to see the different insulation layers in the hot zone of an inert gas furnace.

Vacuum furnaces require high performance radiation shields, and many layers of them. Multiple shields
with a low emissivity are used to restrict radiation heat transfer. Structural mechanisms for the heater
substrate and for the radiation shields must be designed to minimize the thermal conduction path as well as
to minimize radiation heat transfer.

Gradient (Adiabatic Zone) Design

The gradient zone should be designed to optimize the location and shape of the solid-liquid interface.
Obviously, the gradient zone also serves as an insulation barrier between the hot zone and cold zone.
Design features beside thermal insulation have been added to some furnaces at Marshall. For instance, in
the Crystal Growth Furnace (CGF), a thermal shunt was used. The gradient zone had load-bearing structure
within it; therefore, it could not be made entirely of low conductivity insulation. The thermal shunt
conducted heat out radially, decreasing the cooling load of the cold zone. This shunt gave the furnace
flexibility to accommodate multiple PIs with varying thermal requirements.

Cold Zone Design

The cold zone has the role of removing heat from the sample so that solidification occurs and so that the
gradient requirement may be met.
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The cold zone setpoint temperature in a Bridgman-Stockbarger furnace is usually high enough that radiation
heat transfer is effective. The required gradient may be achieved by lowering or raising the cold zone
setpoint temperature.

A Bridgman furnace cold zone usually operates at much cooler temperatures than a Bridgman-Stockbarger
furnace. Water is an effective and common coolant for the cold zone. Radiation heat transfer at these lower
temperatures is ineffective; therefore, it cannot be relied upon for meeting gradient requirements.
Conduction heat transfer is the most effective means of transferring heat from the SCA to the cold zone at
these relatively low temperatures.

One means of effecting conduction heat transfer from the SCA to the cold zone is to design the furnace such
that a very small gap exists between the outside diameter of the SCA and the inside diameter of the cold
zone. The entire furnace is then operated in an inert gas such as helium. The helium serves as the
conduction path in the small anmular gap between the SCA and cold zone. Helium gas is an attractive
choice because among inert gases, it has one of the highest thermal conductivities (other than hydrogen,
which is not used for obvious reasons). However, a helium gas environment has the disadvantage of
severely degrading the thermal properties of hot zone insulation. Therefore, another solution has been
implemented in a number of Bridgman furnaces at Marshall. This solution is to use either an argon gas
environment or a vacuum environment with vel-therm in the cold zone. Vel-therm provides a sliding
thermal contact interface. It is compliant and reliable. Argon gas with the vel-therm thermal interface
provides a slightly better thermal conductance than helium gas by itself. Using argon rather than helium
resulted in 50% savings in power applied to the hot zone of a particular Bridgman furnace at Marshall.

Quench System Design

This is one of the most challenging design issues. The goal of a quench system is to radially remove as
much heat as possible from the outside surface of the SCA. There are a number of quench systems that
have been used. Others are being considered. Table 1 lists these systems, along with their
advantages/disadvantages and their nominal heat transfer rate.

Water spray has a high surface heat transfer rate, however, this high heat transfer rate occurs when the
surface temperature is between the boiling point and the leidenfrost temperature of the coolant. The
leidenfrost temperature is the temperature at which the cooling mechanism transforms to nucleate boiling: a
very effective means of phase change cooling. The initial surface temperature of the quenched section will
be centered at the phase change temperature of the sample material, well above the leidenfrost temperature
for most PI materials (approximately 200 C for water). At temperatures well above leidenfrost, a vapor
barrier will form around the SCA surface, which is the reason for the severe degradation in heat transfer
rate. Marshall has funded a Small Business Innovation Research (SBIR) Contract to optimize water spray
characteristics and overcome some of the degradation that occurs at high temperatures. The SBIR
contractor has made significant progress by optimizing water spray pattern, water droplet size, and water
droplet velocity, such that the water droplets penetrate the steam barrier. Through these efforts, the heat
transfer coefficient can be increased at temperatures well above 200 C by raising the leidenfrost
temperature. Despite these efforts, water spray still has some inherent problems: the water/steam must be
recovered, there are concerns about water coming in contact with the furnace heater core, and issues with
material contamination.

With a high-pressure gas quench, gas is stored at high pressure in a container outside the furnace enclosure.
The gas is released into the annulus between the SCA and its enclosure. The high pressure and small cross-
sectional area cause the gas to achieve sonic velocity in the annulus. This heat transfer rate achieved is up
to 10,000 W/m”2-K. Gas quench is very attractive, not only because it has less operating problems than
water, but also because it has the potential of operating in-situ. That is, rather than translating the SCA
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Advantages Disadvantages Surface Heat
Transfer Rate

Water Spray

High Pressure Gas

Clamp-on Device
(No phase Change)

Clamp-on Device
(With phase Change)

(or furnace relative to the SCA) so that the solid-liquid front/mushy zone is in the cold zone or a separate
quench zone, the sample is quenched in place. The solid-liquid/mushy zone is located in the gradient zone
and the quenching mechanism is brought to it, in the gradient zone. Doing away with the pre-quench
translation avoids a time delay and the vibration that may compromise the integrity of the morphology to be
preserved with the quench.

Clamp-on devices have also been investigated. The basic concept is to press down on the quenched surface
with a device that has a high heat capacity. One example is a collett mechanism made of copper. Thus far,
clamp-on devices without a phase change material have not resulted in high enough surface heat transfer
rates. The challenge is to effect an adequate heat transfer path between the clamp-on device and the
quenched surface (the SCA outer diameter) without damaging the quenched surface or introducing
excessive vibration. Plans are under way to improve the design of these devices using compliant materials
that also allow adequate heat transfer from the clamp-on device to the quenched surface.

MSEFC is also testing clamp-on devices that use a phase change material to serve as the thermal interface
mechanism between the clamp-on device and the quenched surface. The phase change material becomes
compliant to offer low thermal resistance as it changes phase from solid to liquid. In addition, the phase
change material absorbs much of the heat, right at the quenched surface. At high initial quench surface
temperatures such as in metal solidification processing, liquid metals are the only materials that can
withstand the temperatures. On-going tests show that these devices hold a lot of promise.
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Multi-Heater Control

As mentioned earlier, a hot zone has up to five separately controlled heaters: one or two boosters, a set of
main and redundant heaters, and a guard heater. A cold zone may have up to three heaters. These heaters
are coupled to each other. For example, if more heat is applied to the booster heater, the control
measurement of the main heater will be affected as well as the booster heater. Therefore, very sophisticated
heater control is necessary. In addition, tight isothermal requirements in the hot zone

(* 1 C) can make heater control even more difficult.

Temperature Measurement

Temperature measurement is very critical in microgravity furnaces. Two examples are heater control
temperature measurement and furnace / sample performance characterization to assure that science
requirements are met. Problems and solutions are discussed here.

Thermocouples are the most common measurement device for heater control. Control thermocouples can
be stressed due to thermal expansion and exposure to high temperature over long periods of time.
Thermocouples can lose calibration over time, especially at high temperatures. Therefore, heater control
temperature measurement should have at least one level of redundancy; this allows continued operation if
one of the control thermocouples fails. An alternative to using thermocouples is optical fiber thermometers,
which transport and analyze the blackbody radiation being absorbed by a probe placed at the desired
temperature measurement location. This method of temperature measurement also has its challenges,
including having to be very careful about placement of the optical fiber.

Sample measurement can be extremely difficult. Depending on the sample, a thermocouple can be
destroyed when it reacts with the sample. Liquid aluminum, for example, is extremely corrosive and can
destroy a thermocouple after a relatively short exposure time. On double-contained SCA configurations,
thermocouples can be placed in the annular gap between the ampoule and the cartridge, with the
thermocouple bead bonded to the ampoule. This type of measurement provides good steady state or quasi-
steady-state temperature measurement but is very limited for transient temperature measurement of the
sample. Thermal analysis is often used to correlate the temperatures measured on the outside of the
ampoule to the desired temperature measurement within the sample.

SCA DESIGN CHALLENGES
The design of the SCA is probably one of the most important and challenging design considerations for

furnace design. Its design will affect the quality and magnitude of the gradient and even more so, the
success of the quench.

Effect of SCA Gap on Gradient

Figure 4 shows a detailed cross-section of a two containment level SCA design. The thermal heat path
down the SCA in the axial direction affects the thermal gradient in the sample. If the axial conductance of
the SCA is on the order of or higher than that of the sample, more heat will flow from the hot zone to the
cold zone through this path, and the magnitude of the axial thermal gradient will be reduced significantly.

The quality of the thermal axial gradient can also be affected by the thermal properties of the SCA. If the

thermal conductance through the SCA is much greater than that of the sample, the solidification front will
be closer to the cold zone near the wall than in the sample center. The opposite effect will occur if the
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thermal conductance of the SCA is much less than that of the sample. The thermal conductance of the SCA
cannot be matched exactly to that of the sample, but measures should be taken to minimize this effect.

Effect of SCA Gap on Quench Rate

The SCA thermal conductance affects quench rate significantly. Here, the conduction path in the radial
direction is very important. Referring back to Figure 4, there are three major resistances between the
quench medium on the outside of the cartridge to the sample: the cartridge wall, the filler gap, and the
ampoule wall. The major challenge is the gap between the inside of the cartridge and the outside of the
ampoule. Figure 5 shows the overall thermal conductance versus the gap heat transfer coefficient for three
different ampoule materials. The figure shows that up to a gap heat transfer coefficient of 1000 W/m”"2-K,
the ampoule material is irrelevant. That is, for a gap thermal conductance of 1000 W/m”2-K or below, the
thermal resistance of the cartridge wall and of the ampoule wall are insignificant compared to that of the
gap between them.

rivicige

Ca
«-'"'M

_Gap Filer
e

e

e BvRIOUES
M

~=Sample

ST
v An A

Note: Carfidge and Gap Filler are omitted for
“crucible” sample processing

Figure 4: Sample Container Assembly (SCA) Cross-section.

Marshall has investigated the use of liquid metals such as certain indium alloys or crushed powers like
alumina or boron nitride as heat transfer "filler" in the SCA gap. However, implementation of these

design solutions has been impractical. Problems with thermal expansion of the liquid metals and too low of
an effective thermal conductivity with the ceramic powders have been problems thus far.

Applying a metal coating to a ceramic ampoule material via Vacuum Plasma Spray (VPS) is an option
being investigated. The metal coating has the purpose of holding the SCA together in case of ceramic
failure during quench or other stress causing events. Whether this type of system meets safety requirements
for hazardous materials is still being assessed.
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FURNACE THERMAL ANALYSIS DESIGN CHALLENGES

Bridgman and Bridgman-Stockbarger furnaces have a cylindrical geometry, which lends itself to two-
dimensional (2-D) axisymmetric thermal models. Figure 6 shows an example of a 2-D axisymmetric model
of a Bridgman furnace.

A 2-D axisymmetric model has the advantage of requiring much fewer nodes than a 3-D model. Obviously,
this type of model assumes isothermality in the theta (8) direction. Even though most furnace and sample
components are cylindrical and therefore axisymmetric, even the best-designed furnace will have some non-
axisymmetric features (i.e., heater wire connections, thermocouples, water lines, structural components,
insulation split down the middle for ease of construction, etc.). Assumptions and simplifications must be
made to account for these deviations from axisymmetry. A 3-D model of some or the entire furnace may be
necessary to assess the effect of these deviations on isothermality in the theta direction.

MULTI-HEATER CONTROL

Thermal analysis plays a key role in heater control. The cross coupling of heaters with each other can be
modeled. The design setpoints can be programmed into the thermal model and the power required by each
heater may be predicted. Accurate representations of the heater winding locations and heater winding
density are critical for accurately predicting the power drawn by each heater. Thermal contact resistance
between heater winding substrates and thermal properties are very important for accurate thermal modeling.

FINE MESH IN SAMPLE

Oftentimes, Principal Investigators depend on accurate and detailed predictions of their samples’ operating
temperatures. Therefore, a high level of fidelity is required in the sample. The modeled representation of
the furnace may not require as much fidelity. Therefore, to avoid an enormous model, methods must be
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Figure 6: A Thermal 2-D Axisymmetric Model of a Bridgman Furnace.

employed to reduce the node spacing from sample to furnace level in the thermal model. Most modern
mathematical modeling tools have mesh generators that allow either a gradual change in model fidelity or
discontinuities in the mesh, with internal interpolation schemes communicating across the discontinuous
interface.

An alternative to modeling the sample in detail in the furnace model is to model the sample at the lower
fidelity of the furnace, and also in a separate more detailed model. Boundary conditions from the
furnace/sample model are used as input for the more detailed sample model. This modeling scenario does
allow one to run smaller furnace/sample models but has the disadvantage of requiring a lot of data
manipulation. Iterations may be required so that the two models converge to one solution.

LARGE ORDER OF MAGNITUDE DIFFERENCE IN THERMAL “CONDUCTORS”

The nature of an axisymmetric thermal model contributes to large geometric variations between thermal
conductors in the center of the model versus those near the outer diameter. The variation of thermal
properties between the sample and the furnace insulation and the general practice of high fidelity modeling
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of the sample (in the center of the model) and lower fidelity modeling of the furnace insulation (near the
outer diameter of the model), adds to the problem.

THERMAL PROPERTIES

Thermal properties for samples, particularly alloys, are notoriously hard to come by. In fact, the purpose of
some investigations is to determine thermal properties. In addition, there is often a large change in
properties between liquid and solid with the mushy zone properties very hard to come by.

The thermal properties of ceramic insulation are often hard to find, or are defined only at one or two
temperatures. In vacuum furnaces, the surface thermal properties are often very temperature dependent but
known only at one or two temperatures. Manufacturing processes of ceramics (pyrolitic graphite vs.
“normal” graphite) can also make for huge differences in thermal properties.

THERMAL TOOLS FOR MICROGRAVITY FURNACE: PAST, PRESENT, AND FUTURE

The most common thermal modeling tool used for microgravity furnaces is the Systems Improved
Numerical Differencing Analyzer (SINDA), both SINDA “85 and GASKI SINDA. Graphical interfaces to
SINDA, such as Thermal Desktop have improved its use and flexibility. Thermal Radiation Analysis
System (TRASYS) is still used, but is giving way to better, more modern tools. RADCAD is an example.

PATRAN has become popular as a furnace design tool in the last few years. It has the advantage of being
very quick for modeling simple furnaces or individual furnace components, yet allows a high degree of
sophistication and detail when necessary. PATRAN has its own thermal (including radiation) modeler, but
also has SINDA and TRASY'S interfaces.

FIDAP has some of the advantages of PATRAN, but also has fluid analysis capabilities, allowing the user
to model sample liquid convective flows. FIDAP also has excellent pre-processing and post-processing
capabilities.

A tool that is going to be implemented for furnace design soon is ProCAST. ProCAST has been developed
by the metal casting industry, and will allow transient modeling of a sample/furnace system as the sample is
translated out of the furnace. ProCAST was developed for the metal casting industry and includes much of
the detailed calculations that metallurgists are interested in.

CONCLUSIONS

Microgravity furnace design and analysis present unique challenges to the thermal designers. Particularly,
the high temperatures, steep science requirements, and stringent safety requirements make the job of the
thermal designer very difficult. This paper explains some of these challenges and presents some solutions.
However, there is much to be done and much to be learned.
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ABSTRACT

Issues regarding the use of optical fiber thermometers to control heater settings in a microgravity vacuum
furnace are addressed. It is desirable to use these probes in environments such as the International Space
Station, because they can be operated without re-calibration for extended periods. However, the analysis
presented in this paper shows that temperature readings obtained using optical fiber thermometers can be
corrupted by emissions from the fiber when extended portions of the probe are exposed to elevated
temperatures.

INTRODUCTION

The Quench Module Insert (QMI) is a platform for conducting solidification experiments in a microgravity
environment. Current plans call for the installation of the QMI in the Microgravity Science Research Rank
#1 on the International Space Station. The design of the QMI is similar to that of a Bridgman furnace and
consists of a heater core, insulation jacket, instrumentation, coolant loop components, and a quench
system. The QMI hot zone assembly is shown in Figure 1. The heater core contains four heated zones:
Booster 1, Booster 2, Main and Guard. The sensor plate is cooled in order to maintain the optical fiber
thermometers (OFT) and other instrumentation at acceptable operating temperatures The quenching occurs
in a water-cooled chill block (not shown) which is located adjacent to Booster 1. This design produces the
high thermal gradients required for directional solidification processing experiments.

Precise thermal control is necessary to perform the candidate experiments for the QMI, and there is concern
that thermocouples will drift due to exposure to cyclical thermal environments during the extended period
of time it is planned to have the QMI in orbit. This concern led to the inclusion of OFT in the design of
the QMI. Preliminary designs call for the installation of Accufibers with sapphire blackbody sensors.
Accufibers are a brand of OFT manufactured by LUXTRON Corporation. Product literature available from
LUXTRON indicates that Accufibers have an accuracy of 0.2% at 1000 C and a resolution of 0.01 C. In



addition, Accufibers demonstrate excellent long-term stability and are immune to electromagnetic
interference. In the proposed QMI design, the sapphire fiber is aligned with the axis of the QMI and an
extended portion of the fiber is exposed to elevated temperatures. The analysis presented in this paper
indicates that OFT readings will be corrupted under these conditions. Results obtained from a thermal
model of the QMI are used to predict the temperature readings of an OFT probe. These predictions are
consistent with readings obtained during the testing of a QMI prototype.

Sensor Moumting Plale
AccfFber (L perzoned

M i

~~ Healer Lead Wire (2 perzona)

Boosger?
Boveter 1

“Thermoconple
Figure 1: QMI Hot Zone (Heater Elements) Assembly .

OVERVIEW OF OPTICAL FIBER THERMOMETRY

This section summarizes the basic principles of OFT?. An Accufiber sapphire blackbody sensor is
illustrated in Figure 2. The probe consists of a sapphire (Al,Os) fiber whose sensing tip is given a metallic
coating. The sensing tip of the fiber is essentially an isothermal cavity, so the emission from this cavity
will be approximately equal to the emission from a blackbody. The other end of the fiber is attached to the
OFTdetection system.

L
To - >

A0 E,(L)—#

Figure 2: Schematic diagram for an Accufiber sapphire blackbody sensor. The sensing tip (z=0) is coated
with a thin metallic film to create a small isothermal cavity at a temperature of T.. The radiative flux
emitted by the cavity, E,(0), is approximately equal to the spectral emissive power of a blackbody, Eu(To).

Modeling the sapphire fiber as a non-scattering medium, the radiative flux propagating along the fiber is
governed by’

%EZ& = KBy +K g B (1 7)) (1)
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where E, is the spectral radiative flux (W/m” pm), K., is the spectral absorption coefficient (mm™) and
Ew(T(z)) is the spectral emissive power of a blackbody at a temperature of T(z). If the spectral absorption
coefficient is independent of temperature, it is convenient to use the optical depth as the independent
variable

t}\’ = Ka}\’Z (2)

Eq. (1) then becomes

dE
d_t}"L-'—E}" ZE&(T(U\’)) (3)

Assuming that the sensing tip of the probe emits like a blackbody, the appropriate boundary condition for
Eq. 3 is

E,(0)= Ex (T, ) (4)
The solution to Eq. 3, subject to the boundary condition given by Eq. 4 is

t
B (T )= Bt Joxp{t - | BT (i) exofor o )

0

where t,p = K,,1.. The spectral radiative flux measured by the Accufiber detection system, M,, is related to
the spectral radiative flux at the end of the sapphire fiber.

M;, = (i, JARC (6)

where AL is the width of the band pass filter used by the Accufiber probe and C is a correction factor to
account for various losses in the detection system. Substitution of Eq. 6 into Eq. 5 gives

B (T )= 2 | B (10 et} m

The integral on the right hand side of Eq. 7 represents the portion of the measured spectral radiative flux
that is due to emission by the fiber. This integral can be neglected if sapphire is a poor emitter at the
wavelengths of interest (K., << 1) or if the fiber is at a low enough temperature to ensure that the emission
by the fiber is negligible at the wavelengths of interest (T(t;) << T.).

The spectral emissive power of a blackbody at a temperature of T is given by Planck’s equation.

Ea(T - )

el

where the radiation constants are ¢; = 3.7413x10° Wum4 /m* and ¢, = 14388umK >. For the wavelengths
used by the Accufiber probe (A= 0.80um, A, = 0.95um) and the temperature range of interest (400 - 1700

K), the exponential term is much larger than one. Therefore, Eq. 8 is well approximated using Wein’s
limit.

B T) = ——~ (9)

/S exp{c%T}
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The temperature reading obtained by the Accufiber probe, Tn, is calculated by neglecting the integral in
Eq. 7. Substitution of Eq. 9 into Eq. 7 then gives

SNp ot
exp{—%Tm}z % (10)

Using the measurements at two wavelengths and Eq. 10, the following ratio can be formed.

exp{—%le} :(&L]S(%] M}» etML (11)

exp{— %sz } 7\,2 CA?\,l sz etsz

Assuming that AA; = Ak,and that the losses in the Accufiber detection system do not depend on
wavelength, T, is given by

- 2 (12)
M, e ML
-l |

ANALYSIS OF ERRORS DUE TO EMISSION BY THE FIBER

T

Clearly, temperatures obtained using Eq. 12 will only be accurate when the approximations employed in
the derivation are satisfied. In particular, emission by the fiber will change the value of the radiative flux
measured by the OFT detection system and result in inaccurate measurements when large portions of the
sapphire fiber are at elevated temperatures.

RELATIONSHIP BETWEENT, AND T,

Recall that the measured temperature is the temperature obtained when the integral in Eq. 7 is neglected.
The relationship between the measured spectral radiative flux and the measured temperature is

Mo ™ - senl-7n,} (13

Substituting Eq. 13 into Eq. 7 and solving for Ty, gives

11
02(7‘2 7‘1)

T, = (14)
1n[exp{— o+ E00T (M, ))]— 1n[exp{— K} F00T(05,)
where
A, T(1) = 70‘—? }Lbe(T(tx))exp{tx Yt (15)
0

and T(t,) is the temperature profile along the sapphire fiber.
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In order to evaluate Eq. 14 and asses the errors due to emission by the fiber, it is necessary to know the
temperature profile along the fiber and the absorption coefficient of Al,Os at the wavelengths of interest.
The following sections address these matters.

TEMPERATURE PROFILE ALONG THE OPTICAL FIBER THERMOMETER

The OFT probes are inserted in a boron nitride sleeve that surrounds the heated core of the QMI. The
probes are coupled radiatively to the sleeve in which they are housed. There is also a conduction path
along the fibers to the sensor mounting plate. A SINDA model of the thermal environment of each fiber
was developed to estimate the temperature profile along the fiber. A description of the geometry of the QMI
and the SINDA thermal model is given elsewhere'.

The SINDA model was used to calculate simulated OFT readings for the probes that are aligned with the
Booster 1, Booster 2 and Main heating elements for the six cases listed in Table 1. The set points refer to
the temperatures settings of the heating elements. Since the sensing tips of the OFT are positioned in the
boron nitride sleeve and away from the heating elements, the set points are 10 to 40 C higher than the
temperatures of the sensing tips. Figures 3 - 5 show the estimated temperature profiles for each of the three
OFT probes.

Table 1. QMI Heater Set Points

Case Booster 1 Booster 2 Main Guard
Set Point (C) Set Point (C) Set Point (C) Set Point (C)
1 600 600 600 600
2 600 600 650 650
3 900 900 900 900
4 900 900 950 950
5 1100 1100 1100 1100
6 1200 1150 1100 1100
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OPTICAL PROPERTIES OF SAPPHIRE

Brewster’ lists values for the real and imaginary parts of the refractive index a function of wavelength. At 1
pm, the imaginary part of the refractive index isk = 6 x 10®. Assuming that the refractive index does not
vary significantly with wavelength, the absorption coefficients at 0.80 and 0.95 um can be calculated.

N
a
=

K, == = 9.42x10" mm’' (16)

N >>|
|& 2

K, = =7.94x10" mm™ (17)

>

2

These values are consistent with the data published by Gryvnak and Burch® as shown in Figure 6.
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Figure 6: Spectral absorption coefficient of single crystal sapphire (Al,Os) at elevated temperatures®.

COMPARISON OF T, AND T,

Using the estimated temperature profiles shown in Figures 3 - 5 and the spectral absorption coefficients
given by Eq. 16 and Eq. 17, the integral in Eq. 15 was evaluated numerically. Estimates for Tn were then
calculated for each of the OFT temperature profiles. These values are compared with the temperature at the
sensing tip of the OFT in Table 2.

Table 2. Comparison of OFT Readings and Sensing Tip Temperatures

Probe Case OFT Readings (C) OFT Sensing Tip Temperature (C)
1 1 598 594
1 2 616 604
1 3 900 890
1 4 916 896
1 5 1102 1087
1 6 1171 1167
2 1 595 592
2 2 621 612
2 3 898 891
2 4 920 903
2 5 1100 1087
2 6 1145 1142
3 1 563 561
3 2 618 616
3 3 869 866
3 4 924 920
3 5 1075 1071
3 6 1085 1080

Comparison of the predicted OFT readings with the estimated sensing tip temperatures indicates that errors
due to fiber emission increase as the length of fiber exposed to elevated temperatures increases. These
results also show that the errors increase as temperatures increase.
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COMPARISON OF PREDICTED AND MEASURED OFT TEMPERATURES

A prototype version of the QMI was tested at various heater settings, and the OFT readings were obtained
for the six cases listed in Table 1. These measured values are compared with the predicted values in Table
3.

Table 3. Predicted and Measured OFT Temperature Readings

Probe Case Predicted OFT Temperature Reading (C) | Measured OFT Temperature Reading ©)
1 1 598 586
1 2 616 591
1 3 900 873
1 4 916 879
1 5 1102 1064
1 6 1171 1132
2 1 595 612
2 2 621 639
2 3 898 910
2 4 920 938
2 5 1100 1115
2 6 1145 1146
3 1 563 576
3 2 618 620
3 3 869 857
3 4 924 904
3 5 1075 1052
3 6 1085 1059

The agreement between the measured and predicted OFT readings is somewhat imprecise. The
measurements obtained from probe 1 are consistently lower than the predicted values. Measurements
obtained using probe 2 are consistently higher than the predicted values. Since the temperatures in the
boron nitride sleeve vary considerably, these results indicate that the location of the probe’s sensing tips
in the QMI prototype may differ from their location in the SINDA model. In addition, uncertainties
regarding the thermal coupling between the OFT probes and their environment in the SINDA model make
a precise interpretation of these results difficult.

SUMMARY AND CONCLUSIONS

The analysis presented in this paper demonstrates that an elevated temperature profile along the fiber will
increase the temperature read by an OF T system due to radiative emission by the fiber. An expression that
quantifies the errors due to fiber emission has been derived. The results presented in this paper show that
the difference between the measured and tip temperatures decreases as the length of fiber exposed to elevated
temperatures decreases. Also, the errors generally increase as temperatures increase.

Predictions of the OFT readings based on a SINDA model of the probes thermal environment were
compared with OFT readings obtained during the testing of a prototype of the QMI. The agreement
between the predicted and measured values is not exact, but is consistent with uncertainties regarding the
exact position of the sensing tips of the probes and the thermal coupling between the probes and their
surroundings. Efforts to more accurately characterize the thermal environment of the OFT are currently
being made.
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ABSTRACT

A compliant, thermal interface material is tested to evaluate its thermal behavior at elevated temperatures, in
vacuum conditions, and under varying levels of compression. Preliminary results indicate that the thermal
performance of this polymer fiber-based, felt-like material is sufficient to meet thermal extraction requirements
for the Quench Module Insert, a Bridgman furnace for microgravity material science investigation. This paper
discusses testing and modeling approaches employed, gives of a status of characterization activities and provides
preliminary test results.

Introduction

A common type of furnace used in Microgravity material science investigations is a Bridgman furnace consisting
of hot zone for melting a long, thin, cylindrical sample (typically a metal alloy), and a cold zone for extracting
heat from the sample to resolidify it. The primary function of this configuration is to induce a large temperature
gradient along the length of the sample at approximately the location of the interface of the solid and liquid
regions of the sample. Additionally, this furnace translates relative to the sample such that the translation rate of
the furnace is equal to the rate at which the solid liquid interface moves (this corresponds to the solidification
rate). An example of this type of furnace, currently being developed, is the Quench Module Insert (QMI), [Ref].
The QMI furnace will be installed as part of the Microgravity Science Research Facility (MISRF); one of the first
science facilities planned to fly aboard the International Space Station (ISS).

In the current QMI design, the cold zone consists of the water-cooled outer section surrounding a conical shaped
insert. On the inner diameter of this insert is a felt or velvet-like material that serves as the primary thermal
interface with the sample assembly.

Figure 1. Schematic of Replaceable Cold Zone.
This felt is composed of carbon polymer fibers, which are perpendicularly attached to a substrate, which is then
affixed to the replaceable cold zone insert. This material is a product called Vel-Therm and is produced by a



company in California called Energy Sciences Lab, Inc. This velvet-like material is both compliant, allowing the
material to brush against the sample assembly surface during translation, and highly thermally conductive,
providing for high heat extraction rates by the cold zone. These high heat extraction rates, in turn produce high
sample thermal gradients required by the scientific investigations (>100 °C/cm for some QMI investigations) that
will use this furnace.

Figure 2. Isometric View of Oriented Fibers and Substrate Comprising the Vel-Therm felt.

This conductive couple is particularly important for QMI due to the vacuum environment in which it operates.
Without this conductive couple, heat would have to be extracted from the sample via only radiation across the
vacuum gap between the cold zone and sample assembly. At the temperatures required for the investigations
using QMI, this would severely limit the heat extraction and consequently the attainable sample thermal
gradients.

The Vel-Therm material was developed via a Small Business Innovative Research Contract, [ref]. In this early
development work the thermal performance of the material was characterized in an air environment at low
temperatures. In addition, since that early investigation the vendor, ESLI, has made substantial improvements in
the material. Consequently, additional testing was required to characterize the thermal behavior of the new
material and to do so in conditions resembling those of QMI, namely higher temperature and vacuum. The data
derived from this activity is to be used to evaluate the material’s performance sensitivity to various QMI design
parameters and to provide quantitative data for use in the QMI thermal models. In addition, the data will be used
to help select the appropriate Vel-Therm and set proper operating limits. This paper outlines the approach and
results of this characterization.

Test Matrix

The test results of two different Vel-Therm types are presented in this paper. In designing the test setup,
parameters were selected to simulate the actual furnace specifications as closely as possible. For example, the
temperature the felt would be exposed to ranged from 100 to 600 °C in the furnace. Therefore, the setpoint
temperatures bound this range. Also, for each felt tested, we wanted to examine different initial gap size settings.
These gap settings were typically based on a percentage of felt height, which is the sum of fiber length, thickness
of substrate and thickness of the adhesive.

Table 1. Vel-Therm Characterization Test Matrix

Felt Type Set Point Temp Gap Size Gap Size as % of
°C) (mils) felt height
J80G 100 - 600 95, 55 99, 40
J120G 100 - 600 120, 114 99, 95

Test Objectives and Approach

The main focus of this test is to measure the heat extraction rate of the Vel-Therm felt as specified by the
effective heat transfer coefficient. This effective heat transfer coefficient, /4, is defined by the following

equation:
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_0
heff A(THOI - TCold)
Where Q is the heat extracted by cold zone through the felt interface; A4 is the area of the felt interface; 77, and
T'co1a are the temperatures of the hot and cold surfaces, respectively, being coupled via the felt. More
importantly, Ty simulates the temperatures seen by the sample assembly and T4 simulates the chill block
temperatures.
The primary means of establishing the power being conducted through the felt was to measure the energy
transferred to the water passing through the cold side assembly. Consequently, the effective heat transfer in terms
of the measured parameters is given in the following equation.
heﬂ — me(Tout — Tzn)
A(THOI - TCold)
Where m and Cp are the mass flow rate and the specific heat, respectively, of the cooling water. T, and T}, are
the outlet and inlet temperatures of the cooling water. A is the surface area over which the Vel-Therm felt is
applied. 7%, 1s the average temperature of the hot (or heated) surface and 7', is the average temperature of the
cold (or cooled) surface. This assumes that the heat lost to the surroundings, either through conduction or
radiation, from the cold surface is negligible. It was assumed, and confirmed via analysis, that each surface was
approximately isothermal under the specific test conditions.
Test Fixture
Again, we wanted to measure the temperature delta across the water as our means of characterizing the heat
transfer performance of the Vel-Therm. Therefore, the test fixture was designed to measure the heat transferred
from the top surface of the hot side assembly, to the bottom surface of the chill block, which is actively cooled by
a helical fluid loop just under the surface. Both the hot side assembly and the chill block are made of copper.
The hot side assembly temperature was targeted to represent those typical of QMI sample assembly and the chill
block was controlled to temperatures typical of the QMI cold zone. The two surfaces are coupled with the Vel-
Therm, which is bonded to the chill block surface. The gap between the Hot Side Assembly and the Cold Side
Assembly was positioned by a scissor-supported plate, which supports the Cold Side Assembly from above.

Top Base Plate

Cold Side Mount

PAN Intert:
erface Cold Side Assembly

Hot Side Assembly

Hot Side Ass’v Support

Bottom Base Plate

Figure 3. Isometric View of VEL-THERM Test Setup (not to scale)

We also wanted to minimize heat transfer to the chill block in areas other than the Vel-Therm interface.
Therefore, to reduce heat loss from the bottom and sides of the Hot Side Assembly, a 6-layer molybdenum
radiation shield was constructed around the circumference of the Hot Side Assembly. Additionally, the mating
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surfaces of the chill block and hot copper were highly polished in order to minimize radiative coupling between
the two surfaces. Furthermore, aluminized tape was adhered to the chill block’s circumference to help prevent
radiative gains in the chill block thereby further reducing inaccuracies in measured heat load.

Lastly, appropriate instrumentation was applied and the whole assembly was housed in a bell jar and vacuum
conditions (P<10-4mbar) imposed. Temperatures of the test assembly were monitored by twelve Type K
thermocouples. RTD’s were used to measure the water inlets and outlet temperatures.

Thermal Model

While some initial thermal analysis was performed via spreadsheet based hand calculations, the bulk detailed
analysis is being performed using PATRAN and P3Thermal. P3Thermal is a geometry-based thermal analysis
tool that uses PATRAN as the geometry modeler and mesh generator. P3Thermal accommodates conductive,
radiative, and convective transfer in solids and also provides capabilities to assess advective heating of the
coolant flow. Details of the PATRAN and P3Thermal are provided in reference 7. The geometric model of the
test apparatus is depicted in Figure 4. The molybdenum shields are not shown so that the hot and cold copper
assemblies may be viewed.

Figure 4. Isometric View of 3D Test Apparatus Test PATRAN/P3THERMAL Model without Radiation Shields.
A number of boundary conditions were applied to the model to simulate the important heat flow paths and
thermal sinks. Using P3Thermal, we were able to use multiple enclosures to capture the radiative exchange and
heat loss. The area where the VEL-THERM felt is adhered to the chill block and in contact with the heated
copper has a convection between regions boundary condition imposed. To accurately simulate the heat transfer
to the chill block’s helical fluid loop an advective boundary condition was imposed.

The main focus of this on-going analysis is to predict the heater power levels and losses, water cooling rates and
temperatures at key locations throughout the test apparatus. This model was also used to validate the
isothermality of the chill block area where the Vel-Therm is applied.
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Results and Error Assessment

J80G Vel-Therm Heat Transfer Coefficient
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Figure 5. J80G VEL-THERM Heat Transfer Coefficient vs. Hot Side Surface Temperature

The data for the J80G is presented as a function of the hot side temperature and initial gap size. Data was
recorded at four temperatures, ranging from 100 to 600°C. The cold surface temperature was maintained between
35 and 40°C. In the first run (55 mil gap size), the fibers are bent to conform to a gap size that is almost half of
the fibers” length. It was supposed that increasing the compression could theoretically result in an increase in
effective heat transfer coefficient. As the gap shrinks relative to the fiber length, more of the fiber is bent over.
The result would be increased surface contact between the fiber the hot side surface and possibly increased
contact pressure due to bending the fibers. This increased area and pressure could increase contact conductance.
Results for the 55 mil gap size case, however, were actually lower than the second run which had a larger gap
size, indicating that h might actually increase with an increasing gap size. The 55 mil gap could have been
excessive, damaging some of the fibers.

The gap size for the second run was set to 95 mils such that the fibers were in contact with the hot copper but not
bent to the naked eye. Both cases show significant dependence on temperature. This fact could have arisen from
increased radiation at elevated hot surface temperatures.

The following sets of curves summarize the results obtained for the second VEL-THERM type tested, the J120G.
Figure 6. J80G VEL-THERM Heat Transfer Coefficient vs. Hot Side Surface Temperature
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Now, we can see that the data indeed shows a trend indicating that the effective heat transfer coefficient increases
as gap size increases. It is not intuitive why this is happening and further testing is needed to investigate this
trend. Again, the results indicate temperature dependence. Comparing the different Vel-Therm types, the
J80G’s performance is superior.

Error Assessment

To provide an error assessment, the heat transfer measured across the water was compared to the heat provided
by the power supply. Attempts were made to quantify the heat loss from the heater that occurred in places other
than the felt interface. The only significant conduction heat paths were those from the heater leads and the Hot
Side Support Structure. Hand calculations were done to quantify the heat loss in this area.

The J8OGT at 600 °C run was chosen for comparison as a worst case scenario. Comparing the wattage from the
power supply to the q into the water, the heater power was 119 W higher. The heat transfer down the two heater
leads accounted for 27 W. The heat transfer down the four support rods accounted for another 30W.

The only significant radiation heat transfer was that emitted by the Hot Side Assembly. The test setup
configuration employs molybdenum radiation shields to insulate the Hot Side Assembly. In addition, the copper
block encasing the heater element was polished reducing the emissivity and the radiative losses further.
Radiation from the hot copper, support rods and shields was calculated using the equation for infinite concentric

Q2= %ﬁllﬂﬁ
[1/e1 .+ 1-ex/eo](1/12)

cylinders. This identified another 19 W of heat loss.

The heater leads were encapsulated with insulation to exclude interference with the base plate. This insulation
provided a heat leak that accounts for 6W. Another possible source of heat loss is into the copper tubing that
connects the fluid loop to the flexible tubing of the water pump. Also, radiation from the exposed portions of the
surfaces of the copper cylinder where the VEL-THERM is applied may contribute. This accounted for
approximately 5 W. This still leaves approximately 30 watts unaccounted for. A possible explanation may be
error associated with the measurement devices, either measuring the water flow or the heater output. The
unidentified heat loss is less than 10% of the calculated heat transfer into the water. This error may relate to the
curve discussed earlier which indicates that heff actually increases as gap size increases. This issue is under
investigation.

In addition to the hand calculations, the modeling effort is on going to investigate this heat loss. The test setup is
well instrumented, therefore, we are looking at temperatures at various locations to find where the energy loss is
occurring. Insights gained from this error assessment will aid in a redesign of the test setup.

Conclusions

Overall, the performance J80G VEL-THERM was in performance, as it had been in the room environment
testing. Also, significant temperature dependence was observed in both Vel-Therm types. The results do seem to
suggest that the effective heat transfer coefficient increases as gap size increases. Therefore, lower compression
rates would be recommended. This trend is not fully understood and will be investigated further. One benefit of
utilizing lower compression rates is decreasing the possibility of damaging the fibers. Another benefit of using
the lower compression rates is avoiding the misalignment problems caused between the interior surface of the
furnace bore and the exterior surface of the SACA during the high processing temperatures when material
properties change and expansion occurs.

A possible explanation of the surprising results is the lack of fiber density control. The fiber packing fraction
would impact performance by affecting the amount of contact area provided. If it varies from one batch to
another more than slightly, the ability to repeat earlier performance is lost. This raises the question of how to
control or test each batch before accepting it into inventory. This is an important area of concern and will require
future work to resolve.

A great deal of work remains to be done to characterize the heat extraction capability of VelTherm. Namely,
resolving the energy balance problem and possibly redesigning the test fixture. Also, examination of the trend
indicating that h increases with gap size, since this is not intuitive.
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On the Application of ADI Methods to Predict Conjugate
Phase Change and Diffusion Heat Transfer

In this paper, the process of phase change heat transfer is investigated. To simplify the representation of the
interface between phases, a standard phase-quality based method (equivalent to an enthalpy method) is implemented to
describe the energy conservation process. This equation describes an equivalence of the time-rate of change of the
continuous phase-quality x to the diffusive energy transport via a Laplacian of the continuous temperature field 7.
Because of the mixture of terms (x, 7), relaxation techniques are usually employed to solve the descretization of the
energy equation for a continuous geometry. In this manner, the quality is solved iteratively and applied to a constitutive
relationship for temperature in order to survey the temperature field and reveal the diffusive heat flow term. In the
present study these equations are extended for implementation of alternating direction implicit (ADI) techniques in a
direct solution with the main goal of decreasing computational wall-clock time. The formulation allows a descretized
model to possess both phase change nodes and solid diffusion nodes, the former defaulting to basic diffusion above and
below the melt point of the material in question. This expands the utility in conjugate heat transfer modelling, e.g. as in
heat exchangers employing phase change materials. In the present study, one set of equations is used to represent all
diffusion nodes. By relating the temperature to the phase quality with two coefficients which adjust as a function of x

and physical properties, the descretized equations are converted to the form A X =1 wherexis the phase quality
vector, thus producing the sought-after conversion from a temperature solution to a quality based solution. The equations
are developed for both the 3D splitting and 3D Brian ADI methods. Because the overall heat transfer process involves
transient solidification or melting, the time-space variations in the quality field cause the diagonals of A to change in
time. In this fashion, the tri-diagonal matrix that is extracted from the thermal diffusion network of laterally connected
nodes in a sweep direction must be computed at every time step. This forces and additional LDU decomposition at each
time step. These incremental expenses of an ADI implementation can be significant; however, for the case study
presented, the overall ADI technique is nearly x30 faster than conventional relaxation methods. The current method is
validated against analytical solutions of 2D flat and cylindrical solidification front propagation. A pseudo code is
presented to assist the reader in algorithmic implementation.



NOMENCLATURE

AB linear temperature coefficients
C, heat capacity, specific to phase for g
Ry, latent heat of fusion
phy specific latent heat of fusion O h o ,Og hg -pP ’ h ;
r radius of solidification front
7o radius of solidification front, time initial value
. . F
r radius of solidification front, nondimensional pr — —
Vo
S, heat generation applied to node
t time
{ time, nondimensional, f = - [ for cylindrical geometry and f = - [ for flat front geometry
r, AX
T temperature
Ty two phase equilibrium temperature
T ( X ) temperature conversion function
AT subcooling

AT
ng

x™V U,V succession of intermediate states applied in ADI equation splitting en route to solution x

An node thickness, 1 = )(, Y, Z

A T* subcooling, nondimensional, A T* =

(n)

XY, Z Cartesian coordinate directions
x phase quality, X = 0 implies 100 % phase f; X = 1 implies 100 % phase g
o Vi volume of node i
GREEK

~ ] ) o ~ ks T 1z

o effective thermal diffusivity, & = ————

P hfg
é thickness of solidification front
5 thickness of solidification front, nondimensional ¢y =
AX

p density
VECTORS AND TENSORS
A tri-diagonal coefficient matrix



qk'ﬂ"ﬁ@\

forcing vector

conductance tensor

heat flux vector

spatial domain

temperature in spatial domain
phase quality in spatial domain

gradient operator



1. INTRODUCTION

Phase change heat transfer processes are common in many industrial applications. Generally speaking, phase-
change processes do not proceed unconstrained. Rather, they occur in contact with some solid structure such as a heat
exchanger case or conductive fin. These solid diffusive structures can be thought of a thermal shunt which brings the
boundary conditions to bear on the phase change materials. These diffusive components interact with the phase change
material creating a conjugate heat transfer process - conjugate in the sense that there is a coupling between diffusive-
diffusive and diffusive-phase-change mechanisms. The need for efficient numerical techniques to simulate the conjugate
heat transfer processes has stimulated the development of many models. These are reviewed in [1]. In many cases, the
complexities of tracking the interface can be collapsed by adopting a homogeneous model and applying a phase quality to
represent the fractional content of a two-phase region. This 1s more commonly referred to as the enthalpy-porosity
method and appears to have established a satisfactory level of acceptance within the thermal community.

There are several forms to the discrete enthalpy-porosity equations. The energy equations can be parabolized
with temperature as the primary state, carrying along phase quality to apply to a logical model to assess the heat capacity
in the field. As the temperature penetrates a narrow bandwidth around the discrete melting point, the heat capacity of a
control volume is set to near infinite values, hence emulating the nature of latent energy takeup (e.g. see [2, 3]). In
another form, the continuous enthalpy field is parabolized and the time-rate of the quality field is carried as a source term,
activated with a Heaviside operator on the quality (e.g. see [4]). These discretized forms are cumbersome to work with
because of the multiplicity of states, variables and logical elements in assessing thermal properties and switched source
terms for each node. A residual form is usually applied to represent each thermal control volume. The residual describes
an excess energy content of the node, basically an numerical energy imbalance which is driven to near-zero values
through the application of successive over relaxation (SOR) methods. The functional dependence of the phase change
aspect can be coded quite readily with this approach and tends to reinforce a marriage between enthalpy-porosity models
and iterative solution methods.

In most instances, the application of SOR methods for large node-count 3D problems incurs slow transient
solution rates, and the addition of phase change phenomenon degrades matters worse, if only through the additional
computations described above. The emergence of direct inversion fechniques such as alternating direction implicit (ADI)

methods would appear to be an attractive approach. However, it is not entirely clear how ADI methods, which require

the discretized equations in vector form AX =1 witha single definitive state x for which to solve, are to be adopted
to the enthalpy-porosity model. Indeed, relevant studies of ADI adaptations to phase change heat transfer are uncommon
in comparison to ADI treatments of diffusion transport alone. Voller [4] presented a discretized enthalpy representation
which was solved with a tri-diagonal matrix algorithm. Voller describes the regeneration of matrix A at each time step;
however, the particular algorithm, whether splitting, conventional, Douglas etc, was not specified. Mampaey [5]
described a Peachman and Rachford ADI method to predict multidmensional solidification. The temperature field was
parabolized and phase change was modelled by adjusting the specific heat of the melt at the onset of solidification.
Temperature oscillations were observed at the onset of a prediction, thought to be the effect of extreme temperature
gradients between a melt and a sand casting boundary; this lead to the development of a revised scheme for 3D
simulations which was effective in predicting total solidification times for a casting. More recently Ismail and Goncalves
[1] describe the application of an ADI method to enthalpy-based equations to predict the performance of a cylindrical
phase change storage unit. The specific method, equations and implementation were not presented, the paper, instead,

focusing on parametric results.



Rationale and Approach

An ADI implementation to predict phase change heat transfer appears to be practical but within these studies,
the following deficiencies are noted. First, the matrix inversion routine requires a single target state; the selection of this
state, be it phase quality x or other variable, and subsequent modification of the conservation equations is not well
described. Second, the coefficient matrix A will adjust when a thermal node transfigures from a single-phase to a two-
phase and back to a single-phase state; the algorithmic approach to the reconfiguration induced by these regime shifis is
not described systematically. Third, the unconditional solution stability obtained with a diffusionally-designed ADI
method may be compromised by these regime shifts; the extent or existence of this stability degradation has not been
studied. Fourth with the ensemble of ADI methods available, there is little mention of a best method to use. Fifth, a
systematic validation of an ADI-derived phase-change simulation is lacking. Sixth, the motivation for ADI
implementation - computational expedience compared to relaxation methods - has not been established in a practical
application study.

The objectives of the present study echo these. The descretized energy equation is derived in §2 and using a
temperature conversion function derived in §2.1, is converted to a quality-based equation in §2.4. This equation is
adapted to both 3D splitting and 3D Brian ADI methods in §3, further summarized by extracting the tri-diagonals and
forcing coefficients in §3.1. A pseudo-code is presented in §3.2, along with a discussion of regime-shift stability issues
and a suggested approach to recomputation of the coefficient matrix A, the forcing vector . The solutions derived with
the 3D splitting method is compared to analytical solutions of flat front solidification in both one and two dimensions,
and to a cylindrical two dimensional solidification in §4.1 and §4.2, respectively. The computational performance of the

both ADI methods is compared to a SOR-derived solution of a 3D conjugate heat transfer problem in §5.

2. GOVERNING EQUATIONS

In this paper, the terms control volume and node are synonymous. Each describes a fixed geometric volume, a
Cartesian-based six sided parallel-piped, which exchanges energy with adjoining nodes through Fourier-originated
thermal diffusion. A enthalpy-quality method will be adopted to predict the transient energy content in a thermal node.
The primary state will be the phase quality x which will range continuously from negative to positive values. The energy

equation for a node i is written as an equivalence between the substantial derivative of enthalpy, to thermal diffusion and

c!-quAJrcigidV:%clp h-% dv+c!phVodA

a source heating term:
Neglecting the advection of enthalpy by a velocity field ¥, kinetic and potential energy changes, and assuming the

material to be incompressible, the energy equation for a node of fixed volume is simplified:

Oh

- qui.dAj—l_Si:piéVi

cs,

where the left side terms read as the total heat flow by diffusion into node i and the source heating. The integration of the

heat flux vector gj; over the control surfaces residing about node i can be rewritten as a heat flow into node i:



§Qi:- qui g dAJ

cs,

Next, the enthalpy is referenced to a continuous function of the phase quality and the f~phase enthalpy and latent heat of

fusion:

h=h;+X h,

where /1,and A, are understood to depend on pressure through a coexistence curve. Taking the time-partial derivative

oh O
= —|—
Py at(]’lf X hy)

:hfga

and observing the compressiblity constraint:

0 x; :
pihfgé‘vl'a_j:é‘Qi—i_Si

which when combined with the heat flow rate and the original expression, yields:

21 Temperature Conversion Function

The phase quality is related to temperature through the conversion function T ( X ) . To derive this function, a

range of constraints must be observed. The function must return the unique equilibrium melting temperature

T ( .X) =T 5 for 0 <x<1. oOuside this quality range, the function must return subcooled and superheated

hy+Co(T-Ty)=h+Xhy

temperatures. In the subcooled region (X << 0 ) the temperature follows the approximation:

hg+CPg(T-ng):hf+thg

and in the superheated region ( X = 1 ):

which upon combining and inverting yields the following linear relationship:
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for which the coefficients are defined:

Coefficients A and B are subscripted with the node index number, indicating they are unique for each node. These vary

in two ways. First, a model may possess different phase change materials; each node may be associated with a different
set of phase change properties 7’ % h Iy C P C P, ' Second, during the course of a thermal simulation, the quality

field will evolve naturally and 4 and B will change from node to node, reflected by the composite nature of the function.

2.2 Diffusion Term

The thermal diffusion between adjoining nodes is specified by a thermal conductance, itself determined by
thermal conductivity of the material in question and the geometry of the two nodes. As described in Appendix A, the
conductance between two adjoining nodes is determined by the geometric mean of the respective half-node conductances,
enabling nodes of dissimilar thermal conductivity to be modelled. The heat flux vector is determined by a product of a
conductance tensor G (made up of these values) and a unit vector, either ey, +ey, ez, proportional to the temperature

difference between respective nodes:

! Because both phase-change and conventional diffusion nodes can be grouped and solved together, the ADI solution requires that each
node have a defined set of phase change properties. For conventional diffusion nodes, these properties are meaningless, basically reflecting the fact

that the phase change process is out of reach of the temperature penetrating the node. In this case, the values T fo» h fo o C Pso C p, canbe
-4

set to 1. Practical experience shows that this has no effect on the solution.
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qji =—Q C (Tl - TJ)
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In the present study, the use of Cartesian-based nodes restrict the j-indices from 1to 6, i.e. the six faces of a three

dimensional parallel-piped. Thus, at node 7, and in a particular direction, exfor example, the value of heat flux across X-

1
qQe. = — G ex (T1 - TJ)
COA

n

=

= M

(Ti - Tj) Cx,

ji

>

n

directed faces is derived:

which when applied in the control surface integration, yields the amount of X-directed heat flow into the node:

§Qi (T; ex) =- ZQE (T1 - TJ) ex, ® Au Cy

= iGﬁ (Tj - Ti)

That 1s, the first 2 j-indices of the conductance tensor are reserved for X-directed sweeps. This can be written in the more

familiar form, referencing forward and backward directed nodes in the ey direction:
o Qi (T; ex) = Giﬂx,i (Tiﬂx,i - Tl) + Gi-lx,i (Ti-lx,i - Tl)

The notation I & [ indicates nodes which adjoin node i on the + ey directions. A similar notation is to be presumed

for sweeps in the ¥ and Z directions.

23 General Flow Term
The conductance tensor, specified by both material and geometry, can be treated as a fixed quantity. As such,
the process of heat flow can be extended to a flow of any general field quantity. In this manner, a flow of an arbitrary

general source term o, as effected by the conductance tensor, can be written:
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That is, field property ¢ induces a net flow into node 7, in the e, direction. As presented below, this convention will

allow the basic ADI equations to be streamlined and simplified for the various methods. As described below, the flow
term will operate on the temperature coefficients 4, B. Thus, flow terms will be presented in the form 1) Q ; ( B s ex)

which read as the flow caused by the coefficient B, affected and controlled by the conductance tensor, directed in the ey
direction. The form of these terms and there operative direction depend ultimately on the sweep direction and the
specific ADI method.

24 Discretized Quality Equation
Upon collecting the above equations, the final form of the discrete energy equation at node 7 is given by the

following:
O x,
PhyOvi—- at =00,(T.e) T0Q(T,e)+0Q(T,e) *§

As discussed above, this equation is a function of both 7 and x, not of a form suitable for the ADI implementation. By

referencing heat flow terms through the temperature conversion function, this equation can be rewritten:

PR Ovi— axl =5 Q,(T(%).e) + Msubi(T(x), e,) + 5 Q (T(x), &) +§

with the phase quality now appearing throughout the left and right hand sides. Because the diffusion function 60, is a
linear operator, the conversion to a quality-based equation is made by combining this equation with the linear temperature

conversion function (9):

0 x;
ot

While the coefficients 4, B themselves depend on the quality state, the goal of isolating a single target state is achieved

P hOvi—=00( A xrex-ev-e.)TO0Q(Bi,ex-ev.e) TS

with this equation. It is this basic equation which will be adapted to the various methods.

3. ADI IMPLEMENTATION
The basic ADI equations are adapted from the Chang et al. [6] paper which describes the splitting and Brian

ADI methods (in addition to conventional, Douglas and modified splitting methods). In the following equations, as

identified in the nomenclature, three successive ADI sweep levels operate on the intermediate quality states,

-1 . . . o
x(n / s (], |4 , en route to the solution of the future-time quality, x*.



At

Splitting Method: The splitting method operates on time levels offset by —— . In Equation 19, the source

term is combined with the diffusive transport of the B coefficient. The diffusive transport of the quality term is then split

into respective )X, ¥, Z components creating the three implicit equations:

_ (n—]) .
(X - Sweep) yo hfg 5\71' (]lA—;CI -3 §Q1(Az U. ex) = é‘Qi(Bij €x-,Cv> ez) + Si
3
(Y-Sweep) p. h.9Ov % -30Q. (A Vi, er)=0Q(Biexsev-e) TS
3
<" -V, .
(Z-Sweep) p h, v, A—t -360Q(AV.,e)=0Q.(Biex-ev.e) S
3
Brian Method: The Brian method operates on levels of g . As opposed to splitting the diffusion of the

quality, the Brian method applies the intermediate quality states in the following manner:

10
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(Y -Sweep) p,hy & v~ - Q (A Vi e) = QA U ex) T 5Q (A
2
<" -V,
(Z - Sweep) P, hfg §Vi IA—tl - §Q1(A1 Xi(n)n ez) = §Q1(A1 U, ex) + é‘Ql(f\
2
31 Coefficient Extraction

A general tri-diagonal sweep equation can be extracted from each of these sweep equations:
by.tay tey.,=f forn=XYZ

where y represents either U, V) x™

, respective to X, ¥, Z sweep directions. Table 1 summarizes the coefficient extraction
of A and f for each sweep direction, method-specific. The convention ( )y reads, the coefficient value () at node i, in
sweep direction X. Similarly, the indexing notation i-/y reads as the west-facing node connecting node 7, while i- /y reads

as the south-facing node connecting node 7, and so forth.

=] :

Yosweep | -3, ) % +34(G] 3G S+ % 43 Zj:
__mrm % R RN I % U+ 3 Zj:c
| 3G, % 340G -3Giri | S+ % V.+3 Zj:G
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Table 1. Summary of coefficient extraction for general sweep matrix equation.
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3.2 Solution Algorithm

The following text block describes a pseudo code to execute a thermal solution over one time step. As alluded
to above, regime shifts require that the tri-diagonals be recomputed on each time step. The second step in the p-loop
(denoted with >) indicates that the temperature coefficients are to be recomputed using the current available sweep level

state, i.e. X-sweep has available the x™*

quality state and is applied to the functions for coefficients 4, B. Similarly, the
U quality state is applied in the Y-sweep and V for the Z-sweep. This can be arranged in the coding by creating a simple
sub-pointer as shown in the pseudo code. It has been found that simulations using the x** quality state to compute the
coefficients just once, to apply to all three sweeps, will produce temperature oscillations. This is apparent from Figure
1which shows a simple time-space representation of a temperature field for a 1D slab which is melting under the
imposition of hot wall boundary conditions, as the normally isothermal field, post melting, is littered with standing
temperature oscillations. The adjoining contour plot shows the stable melting of the solid derived using updated
coefficients. The temperature oscillations are more extensive with the Brian method, apparently due to the more complex
arrangement for the forcing coefficients f; in comparison to splitting. Even so, both methods are shown to benefit from

using current quality level information for the update.

step 2 1 set the initial conditions on first quality level x””

step3 forp =1to3  (levels corresponding to X, ¥, 7)

. point to ADI sub level vl [p] - [X(ml 5 U, Vv ]T
> compute temperature coefficients A= ;1( 0 [p]) and B= ]’3(9 [p]) specific

to ADI sub level

. compute diffusion matrix coefficients b, a, ¢ per Table | specific to sweep direction
. perform the LDU decomposition of matrix 4
. compute the foreing vector coefficients fper Table 1 specific to sweep direction
T
. apply Thomas algorithm to arrive at ADI solution l//[p] = [ [Jj V, X(n)]
T
. if (p=2 or 3) renumber ADI sub levels 7 [p] - [U, V] consistent with X sweep

node numbering

next p

step4  recaloulate the temperature coefficients A= A( x(n) ) and B= B ( x(n) ) based on final

13




4. VALIDATION of ADI METHOD

The ADI phase change model is validated by comparing the numerical simulation to an analytical solution of
freezing fronts in two simple geometries. Table 2 presents the details for the numerical-analytical model comparisons.
The analytical models are derived by simplifying the transient solidification-diffusion process by assuming a non-
capacitvie diffusion process across the accumulating solidified region. Under these conditions, a control volume

formulation can be applied to predict the time-dependent size of the solidification region as a function of an effective

thermal diffusivity Ol and the subcooled temperature of the boundary. As derived in Appendix B, the transient

S =JIAT T

propagation of the flat and a cylindrical solidification fronts is determined, respectively:

1 1
—In(+ )-=(+"-1)=AT ¢
2r (r) 4(r ) Tt

solidification front: geometry and thermal physical numerical simulation model
properties

material water ! )7, AY node size 1 cm

hg 333.7x 10° J/kg K At 2000 s
C 4220J/kgK @ tr 5x10°
kp ke, 0566 W/mC e x(r, 0) initial quality field set to 1.0, corresponding to

saturated liquid

Ts 273.15 K T(r, 0) initial temperature field set to 273.15K
p 1000 kg/m® 70, 1) cold wall boundary temperature maintained at
— [e]
AT - ]0 C below Ty,
® both phases set equal for comparison to analytical model X front node represents solidification front when
- note this is for convenience only and not required by the < 0 5
method Xi =Y.

ADI scheme 3D splitting method applied in respective 2D
domains, Z-direction split included in solution

Table 2. Description of parameters applied in numerical prediction of solidification front and
comparisons to analytical models.
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41 Flat-Front Solidification

The flat-front geometries applied in the simulation are depicted in Figure 2. The fundamental geometry is a one-
dimensional mesh. A two-dimensional variation is created by rotating the 11D mesh by 45 degrees. Figure 3 presents a
comparison of the ADI-numerical and analytical solutions for these model variants. The linear 1D and rotated 2D node
configurations should yield the identical numerical prediction of the advance of the solidification front. However, the

rotated mesh invokes diffusion in both directions, testing the solutions of the intermediate quality states at the time levels

[+ E At, [+—=At. As shown, the results compare to within 5 percent of the flat front analytical solution. The

numerical predictions fall below the predictive line, suggested to result from including finite capacitance in the
solidifying regions in the numerical model which retards the discharge of the energy accumulated in the solid to the cold
wall boundary condition. Equivalently speaking, the analytical model predicts a higher propagation rate because
capacitance in the solid phase is nullified. The quality field for the rotated slab is presented in Figure 4. The adiabatic
edges of the slab model and notched descretization creates a slight disturbance which causes the solidification front,

expectantly flat, to exhibit a slight curvature near the adiabatic boundaries.

4.2 Cylindrical-Front Solidification

The cylindrical front simulation is performed by approximating a cylinder with a select number of Cartesian
nodes. Figure 5 illustrates the Cartesian node geometry applied to the vary node densities. The corresponding predictive
comparison is presented in Figure 6. As shown, the ADI model predicts the position of the solidification front to within 5
percent, despite the apparently crude descretization of the initial cylinder forming the cold wall boundary condition.

In contrast to retardation of the growth for the flat front (owed to neglect of capacitance in the analytical model),
the cylindrical front data lie above the predictive line and are explained on the basis of the conversion of the descrete
field problem from a linear to a cylindrical geometry with increasing node density. Basically, in the limit of one center
node, the numerical model nearly represents a flat front solidification , however, not exactly because diffusion still occurs
in both X, ¥ directions. With increasing node density, the quasi-flat front solidification is incrementally converted to a
cylindrical expanse. With this incremental conversion, the data form increasingly better comparisons with the analytical
predictions. Eventually, at some point, the capacitive terms retained in the numerical prediction tend to offset this aspect
as 1s the case in the flat front prediction. The quality field is presented in Figure 7, displaying a sharp transition from

solid to liquid across the solidification front and showing the expected circular expanse of solidification.

5. APPLICATION STUDY

Figure 8 illustrates the geometry applied in this conjugate problem, which consists of an aluminum-cased phase
change module (PCM) which is coupled between a simulated electronics heat source and a temperature boundary
condition. The boundary condition varies sinusoidally from 10 °C above and below the melting point of 0 °C with a
period of 10 seconds. The simulated electronics apply a total of 9 Watts over the 9 nodes. A quarter-symmetry section is
modeled with each node described by a cube, measuring 2 mm on edge. Figure 9 describes the evolution of wall clock
time versus the simulation time. The wall clock time is normalized using the end-value of wall clock time measured with
the ADI-Brian method in order to offer results of a general nature which are to an extent, independent of processor speed
and coding techniques. The ADI simulation proceeds at about a factor of x30 faster than the SOR-derived solution.
Figure 10 shows the time-temperature trace of several points in the solution domain and also the temperature field at time
t =100 s, derive with the ADI-Brian method. These results indicate the computational savings offset the expense of

recomputing A and f'by a significant factor.
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6. CONCLUSION
The present study presents an adaptation of the splitting and Brian ADI methods to effect a direct solution of the

quality-based conservation equations to predict phase change heat transfer. It has been shown that the equations can be
constructed with a single target state. The application of a temperature conversion function allows both conventional
diffusion nodes and phase change nodes to be mixed in a simulation with no special considerations or restrictions. The
method appears to be numerically stable for 3D simulations, compares well with analytical solutions and is significantly
faster than conventional relaxation methods. The incremental expenses introduced by the quality representation, i.e.
matrix recomputation, LDU decomposition, can be readily forfeited given a near two order of magnitude increase in

algorithmic speed obtained with the new method.

REFERENCES

1 Ismail, K. A. R., and Goncalves, M. M., “Thermal Performance of a PCM Storage Unit,” Energy Conversion
and Management, Vol. 40, pp 115-138, 1999.

2 Runnels S. R., and Cary, G. F., “Finite Element Simulation of Phase Change Using Capacitance Methods,”
Numerical Heat Transfer, Part B, Vol. 19, pp 13-30, 1991.

3 Busko, W., and Gross, 1. R., “New Finite Element Method for Multidimensional Phase Change Heat Transfer
Problems,” Numerical Heat Transfer, Part B, Vol. 19, pp 31-48, 1991.

4 Voller, V. R., “Fast Implicit Finite-Difference Methods for the Analysis of Phase Change Problems,” Numerical
Heat Transfer, Part B, Vol. 17, pp 155-169, 1990.

5 Mampaey, F., “A Stable Alternating Direction Method for Simulating Multi-Dimensional Solidification
Problems,” International Journal for Numerical Methods in Engineering, Vol. 30, pp 711-728, 1990.

6 Chang, M. J., Chow, L. C., and Chang, W. S., “Improved Alternating-Direction Implicit Method for Solving
Transient Three Dimensionional Diffusion Problems, “ Numerical Heat Transfer, Part B, Vol. 19, pp 69-84,
1991.

17



Appendix A
Determination of Thermal Conductance Values

From Figure B.1, the thermal conductance between two nodes is determined by the following half-node

kA
1,i+%o0 5 xi
2

G

conductance values:
The half-node conductance values for any two connecting nodes are combined in a geometric average to represent the

overall thermal conductance between nodes:

1

1 1
_l’_

G1,1+%a G2,2—%a

G2,1 -
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Appendix B
Analytical Model of Propagation of Solidification Front

In this analysis, a transient control volume is used to capture the energy conservation of an expanding

solidification front. As illustrated in Figure B.1, the control volume encompasses and expands with the solidified region.

c!-qtdA=%clp h-% dv+c!phV0dA

The energy equation can be expressed as:
For simplification the following constraints and stipulations are placed: the density is constant across the two phases; the
substances are incompressible; the capacitance of the accumulating solid phase is neglected in the time-partial integral.

Because the control volume contains the entire solid region, the enthalpy flux is determined by the portion of the liquid

[phVedA=-ph A1)

phase advecting into the surface:

K AT(E =) A= 2 p b ADED

The energy equation can be simplified applying a Fourier term for the heat flux vector:
As shown below, the final solution to the cylindrical front degenerates to the flat front when the initial radius is made very

large. Exploiting this generality, the analysis will proceed specific to the cylindrical geometry to avoid the redundant

@ZHZWI*

ot

analysis. The time-partial of volume can be simplified:

k:AT(r > r,)2mpr,=ph,27rv

which when combined with the energy equation, produces the following ODE:

Prior to separating and integrating this equation, the temperature gradient at 7, , i.e. the gradient imposed by the
cold wall boundary condition. As stipulated that the solid or fphase is non-capacitive, the temperature distribution
throughout the solid must be conducive to preserving the total heat flow through the differential rings which comprise the

cylinder. A simple analysis will show that the contraction of the the cross sectional area nearing the inner cold wall
cylinder forces the temperature profile to follow a logarithmic distribution of the form T ( v ) =m ln( v ) +b.

Applying the two boundary conditions across the extent of the solid phase yields two equations which with to solve for m
and b:
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T.,=mlnr)+b

T.-AT=mln(p,)+b

Upon solving these equations, the gradient at 7, is expressible:

Equations B.5 and B.8 are then combined with an expression for the effective thermal diffusivity to yield the following

ry. _AT
rin| —|Fr=a—
AT /e Fo/ A Td
L\l(l ﬁl/'o/ JA YV
v
roll’l—
Vo

ODE:

1 r\ 1 AT
—7Inl—|-=(#¥-r)=ad —— fet
2r r 4(r g Tsubfg

which upon separating can be integrated to yield:

—r In(y)-—(r -)=AT¢

2 4

and nondimensionalized according the definitions put forth in the nomenclature:

For the analysis of cylindrical fronts, this analytical solution is solved numerically to yield the time-dependent radial
position of the freezing front.

For flat fronts, the analytical objective is instead the determination of the front thickness 6. By making the

2 3

é é + Order é =AT 55%

Vo Vo Vo

substitution pr = 1+ O and expanding, in Taylor series, terms of 8, Equation 11 can be approximated:

As the inside cold wall radius tends to infinity p, « 1 the geometry becomes a flat front. Balancing terms of like-order
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requires that o _ '\/; and the front thickness & can therefore be approximated:
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The flat front solution (in the absence of a convection boundary condition) lacks a characteristic length scale

suitable for the nondimensionalization. Thus, in the flat front simulations and data comparisons, the removal of length

solution with A B coefficients derived

with first sweep level pointer 8[1]
A=A G
B=8(x""M)

produces spatial temperature variations

which emanate from front and rebound
continuously off boundaries

solution with A B coefficients derived
with current sweep level pointer 0[p]

A=A (o[p])
8 =8 (0lp])

time time

2 outer boundaries maintained at /

super-melt temperatures

1D Slab initially
at melt temperature T fg

and time units is affected by applying the discrete node thickness AX usedinthe simulation, producing the following

expression:
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solid phase liquid phase

slab (1D): solidification front propogates in
g,, direction only

\ interface

d slab (1D) rotated (45 degrees) creates 2D
grid, solidification front propogates in e, and
sy directions
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REUSABLE SOLID ROCKET MOTOR NOZZLE JOINT 4
THERMAL ANALYSIS

J. Louie Clayton
National Aeronautics and Space Administration
Marshall Space Flight Center
Huntsville, Alabama

Abstract

This study provides for development and test
verification of a thermal model used for prediction
of joint heating environments, structural
temperatures and seal erosions in the Space
Shuttle Reusable Solid Rocket Motor (RSRM)
Nozzle Joint-4. The heating environments are a
result of rapid pressurization of the joint free
volume assuming a leak path has occurred in the
filler material used for assembly gap close out.
Combustion gasses flow along the leak path from
nozzle environment to joint O-ring gland resulting
in local heating to the metal housing and erosion
of seal materials. Analysis of this condition was
based on usage of the NASA Joint Pressurization
Routine (JPR) for environment determination and
the Systems Improved Numerical Differencing
Analyzer (SINDA) for structural temperature
prediction. Model generated temperatures,
pressures and seal erosions are compared to hot
fire test data for several different leak path
situations. Investigated in the hot fire test
program were nozzle joint-4 O-ring erosion
sensitivities to leak path width in both open and
confined joint geometries. Model predictions
were in generally good agreement with the test
data for the confined leak path cases. Worst case
flight predictions are provided using the test-
calibrated model. Analysis issues are discussed
based on model calibration procedures.

List of Symbols

A normal surface area

C specific heat

D passage hydraulic

e Euler constant

f Moody friction factor

[ gravitational constant

h convection film coefficient
H enthalpy

L flow path length

M

molecular weight

m mass
p pressure

Q heat rate

R gas constant

T temperature

U internal energy

t time

v volume

W work

Greek

A difference operator

Subscripts

gas

inlet

outlet

constant pressure
wall

constant volume

<4 g7T 0 ~m

Summary

First, an overview of the RSRM nozzle
joint-4 configuration and process history will be
presented. JPR' methodology fundamentals are
covered next by providing a cursory look at
governing equations and modeling techniques
used for computation of heating environments.
Incorporation with SINDA? as a finite element
thermal solver is briefly discussed. Results of
model calibration with data obtained from test
program “ETP-1385 Joint-4 Hot Gas Test” * are
discussed. Finally, the test calibrated joint-4
model will be used for prediction of worst case
flight results using nozzle joint-4 boundary
conditions and current gland geometry. In
closing analysis issues, results and conclusions
are presented.



Introduction

Nozzle Joint-4 Information

RSRM Nozzle Joint-4, Fig. 1, is located aft
of the throat in the supersonic region of the
nozzle.  Liner materials at this location are a
carbon phenolic ablator backed by glass phenolic
insulator, which is secondarily bonded to a steel
housing. Operational environments are estimated
to be ~150 psia static pressure at a local recovery
temperature of ~5100°R. The primary O-ring is a
face seal housed in a glass phenolic gland and the
opposing sealing surface is the aft end of the steel
throat assembly. The joint-4 secondary O-ring is
a bore seal and contained entirely in the aft end of
the throat housing structure.

Contributions to joint free volume come
from the primary and secondary gland, the
chamfer region and assembly gaps in the liner
materials. After the housings are bolted together,
the assembly gaps are back-filled with room
temperature vulcanizing silicon (RTV). The RTV
is injected radially penetrating the length of the
assembly gap typically with depth irregularities
adjacent to the primary O-ring gland. Post-flight
observation of typical RTV penetration depths has
allowed for an average assembly gap volume
contribution to be estimated at ~0.5 in’. Nominal
primary gland volume is ~2.2 in’, chamfer region
is estimated at 5.5 in’ and secondary gland has a
nominal volume of ~4.2 in’. As an assembly aid
HD-2 grease is applied to mating surfaces and has
the effect of a volume filler. Based on the post-
flight data, about one cubic inch of grease
typically occupies joint volume. Accounting for
all individual contributions, total joint-4 free
volume on a nominal basis is about 11.4 in® .

Carbon Cloth
Phenolic

Throat Inlet
Assembly

Glass Cloth
Phenolic

O-ring Assembly

Secondary
O-ring

Fig. 1. RSRM Nozzle Joint—4 Cross Section

Ya Primaty  Forward Exit Cone

Nozzle Joint Back-Fill Process

There are two ways of dealing with
assembly gaps that can potentially communicate
motor environments with joint sealing surfaces.
The first is to vent the joint. No back-fill
materials are used in the gaps. Pressurization of
the primary gland is rapid and heating to the
sealing surfaces a result of compression of the
gases at the stagnation point. This design is used
in many solid rocket motor joints with perhaps
addition of a permeable “slag barrier” to trap hot
particulate matter. The second method fills the
assembly gaps with a “filler” material, which is
the process used in the RSRM program. Early in
the motor program, application of RTV was a
one-step procedure involving radial injection into
the assembly gap. The procedure had the
characteristic of producing “tail voids” at the
circumferential location where the injection
process began. It was determined voids were a
result of the close- out phase of the back-fill
process. When the injection process clocked 360
degrees and was “closing-out”, air was being
trapped and compressed. Over time the trapped
air would work its way out of the joint through
the uncured RTV. Tail voids are formed
extending from gland inboard to flame surface.
If the void terminates before it reaches the free
surface, it has potential for being exposed during
motor operation. For this scenario, a confined
leak path pressurizes the primary gland usually
resulting in local heat affects and seal erosion.
This specific anomaly happened in nozzle joint-3
of motor flight sets 44 and 45 where minor
amounts of primary seal erosion occurred.

Programmatic evolution of the back-fill
process has led to qualification of a two-step
procedure. The joint gaps are filled, partially
excavated, and then re-filled. Due to the
geometry involved in joint-4, the excavation (a
digging process) is performed to the first turn.
The excavated portion of the gap is then re-filled
with RTV. A vacuum close-out procedure is
used to minimize trapped air. This process
change transpired on RSRM-48 nozzle flight set
and since that time, there has been no evidence
of gas penetration into the joints as a result of a
tail void.

A problem with the current procedure is that
excavation can only be performed in the first leg
to the inflection point. If a void exists in the
second leg of the assembly gap, there is a finite
chance of exposure resulting in a confined jet
pressurization of the primary gland. Based on



liner char/erosion statistics at this nozzle station,
the 3-c char line passes the inflection point at
~104 seconds into motor operation. At this time
chamber pressures are over 400 psia - thus there is
potential for primary seal damage should this
condition occur.

Gas Dynamic/ Thermal Modelin

Environment Prediction

Determination of the pressurization-heating
environment was accomplished with the NASA
JPR computer program. Calculation strategy is
based on a detail inlet simulation (leak path)
connected to a pressurizing volume (O-ring
gland). This scheme has sufficed for the majority
of gland filling problems due to characteristics of
the heat transfer and influence on the overall
pressurization transient. Most heat transfer occurs
near the inlet while gland pressurization takes
place with relatively cool gasses. The JPR
method is efficient in terms of nodalization in that
a detail grid 1s used to resolve thermal gradients
where necessary and a course grid where heat
transfer is not as significant. The JPR numerical
scheme is based on a resistor-capacitor (R-C)
formulated flow network, Fig. 2, which solves
concurrently with a detail SINDA conduction
grid.  This scheme allows for flow-thermal-
structural couplings to be simulated.

JPR uses the Lapple Tables* for computation
of compressible gas flow rates based on flow path
inlet-exit conditions. The basic form of the flow
equation for constant area is given as;

) gM L p
= .Af = Lo 1
m=p; kT, f(D pz-) (D

Po

1

where; f (% ,—) 1s a table lookup factor

During the volume filling process,
instantaneous values of inlet-exit pressure and
temperature constitute the known conditions of
the state variables in Eq. (1). Evaluation of flow
rates by this method assumes that pressure and
friction forces control flow rate magnitude at any
instant in time (quasi-steady solution).

The limitation of constant flow path area in
Eq. (1) necessitated formulation of a procedure
that solves for a system of connected paths. By
applying continuity of mass and energy at path

inlet-exit, Eq. (1) expands into a system of
equations that can be solved simultaneously to
describe the system flow rate. This method of
solution allows for inclusion of secondary head
loss terms such as turns, expansion/contractions
in proper serial order in the direction of flow.

Arithmeti Inlet Boundary
ithmetic
P@), T(t
Nodes ), T(t)
P’s and T’s
P2.T2

PLTl Fow

/ Conductance
Q

// P5(t)

Diffusion Nodes
Transient P(t), T(t)

P4(t) P3.T3

Fig. 2. Gas Flow R-C Network Formulation

Calculations of the thermodynamic conditions in
the volumes are based on bulk formulation of the
unsteady form of the mass and energy
conservation equations. They are given as:

dam

==y =rio) @)
: d
O+H, =E(mU)+H0 +W ©)

where; Q= HA(Tg -T, )

AU =C,AT
AH = CpAT
pV =mRT o)

Egs. (2) and (3) are finite differenced by fully
implicit methods and applied to the number of
volumes involved in the simulation.
Temperature and composition dependent specific
heats are used for enthalpy and internal energy
terms in Eq. (3). Gas compositional chemistry
was assumed frozen below 2500°F and in
equilibrium above this value. Aluminum Oxide
(Al,O3) contributions to mixture properties were
excluded below 3700°F. There was no attempt
at modeling constituent deposition along the
flow path. The ideal gas law, Eq. (4), was used



to relate total pressure to volumetric mass and
bulk temperature. Equivalent molecular weights
were used in the evaluation of the gas constant.

JPR internally solves for volumetric heat
loss by using convective boundary conditions
coupled to a 1-D conduction grid. The built-in
conduction grid allows for efficient calculation of
heat loss in gland regions away from the leak path
inlet. Details of JPR computational procedures
are found in Ref. [1].

Detail Temperature Prediction

A feature of JPR is the concurrent solution
of a detail conduction grid describing heat transfer
along the inlet leak path. For this study a 3-D
finite element grid, Fig. 3., was constructed using
MSC/PATRAN’.  The grid region contained
thermal mass sufficient to capture the heat transfer
events associated with joint pressurization. Along
the inlet to the primary gland, heat losses to the
lateral sides were sub-modeled with a finite
difference grid. Lateral heat transfer (z-direction)
was accounted for and a numerically simplified
treatment of flow path ablation easily
implemented.  Given path rectangular aspect
ratio’s and duration of a typical filling event,
conduction corner effects have a second order
influence on gas temperature prediction.

Leak Path Inlet Leak
Leg- Path
Leak Pat
Leg3 Leak Path
condary Leg1
Gland 0
N} Primary
Gland
7 Ch amfer
B_.x Region

Fig. 3. Nozzle Joint-4 Finite Element Grid

Conductivity and heat capacitances for
liner materials were temperature and density
dependent. The material was assumed to be fully
charred at temperatures above 1000°F and no
accounting for kinetic decomposition rate was
considered. Directional conductivites were used
and ply angles fixed at 45° from nozzle centerline.
Steel and O-ring material properties were input as

functions of temperature. The O-ring material is
elastomeric fluorocarbon (V1115) and has an
ablation temperature of ~805°F. Surface erosion
rates have been measured’ and correlated in
terms of heat transfer coefficient.  Model
predictions of O-ring erosion are performed on a
fine grid sub-model using internally calculated
environments and the 1-D surface erosion data.

Jet Spreading and Computational Fluid

Jynamics (CFD) Sub-Modeling

Several test configurations include regions
where the leak path is not confined. The flow is
free to spread laterally before entering an O-ring
gland. Several of the primary gland tests were
configured with leg-3 open over the length of the
article. Gas flows along a confined rectangular
path in legs-1 and -2 and enters the unconfined
leg-3 where a partial free jet forms. The width of
the jet increases and centerline velocity
decreases in the direction of flow’. There is a
generally a reduction in centerline mass velocity
accompanied by lower gas temperatures at the
impingement point.

For the secondary gland cases, jet
spreading occurs in the chamfer region outboard
of the primary seal. Leakage past the primary
seal will result in pressurization of both chamfer
and secondary gland. Assuming flow past a
leaking primary is localized, flow enters the
chamfered region and spreads laterally before
entering the secondary gland. It was determined
by CFD analysis most of the flow traverses the
chamfer paths before entering the secondary
groove. Three-dimensional CFD models of both
leg-3 and joint chamfer-secondary regions were
constructed using the Finite Difference Navier-
Stokes (FDNS 3-D) code.®

An approximate method of quantifying
relative amounts of flow involved in heat transfer
in a spreading region was devised and based on
CFD sub-modeling. The rate of gland
pressurization and inlet mass flow can be
sufficiently calculated with traditional 1-D
mternal flow equations. Spreading regions are
treated as a secondary loss (sudden expansion) in
the global flow solution. The globally computed
mass flow, temperature and pressure of gas
entering a spreading region provide in-flow
boundary conditions for a CFD sub-model. The
technique involves capturing time slices of the
inlet conditions and performing steady CFD
solutions of the flow field. Results are tabulated
where the dependent variable is the ratio of
centerline mass velocity versus mass flow rate



and distance from origin of jet. This method of
correlation is incorporated into a transient SINDA
thermal model to determine time based flow
fractions used in specific locations of the
conduction grid.

Results

Work performed under Engineering Test
Plan (ETP)-1385 “Tortuous Path Thermal Test
Bed” generated usable results for most testing
performed. FEarly tests were developmental in
nature and results considered not highly reliable.
Fig. 4 depicts a cross section of the test article
showing centerline measurement locations.

P1.pP2
T1,T2

! \
PILTI1 Ti15

Fig. 4. Test Article Measurement Locations

The assembly measured eight inches in the lateral
direction and to simulate O-ring glands of a flight
joint, 55-mil ID tubes were attached to the sides
of the test article. This set-up allowed for flow
impingement inside the detail section of the
assembly and traversal of gas flow in two lateral
directions. The tubes were 5 feet long, made of
stainless steel, and had fill bottles attached to the
end. The fill bottles contained the additional free
volume necessary to match the free volume
contained in a flight-configured joint-4. Original
intent of the tubing was to simulate flow friction
and heat transfer associated with a pressurizing
gland.

Delivered environments were consistent
with inlet pressure measurements averaging ~200
psia. Several attempts were made at measurement
of inlet gas temperature but were generally
considered unsuccessful. The test article grain
was cast from shuttle propellant TP-H1148 thus
theoretical flame temperatures and combustion

gas thermochemistry was considered comparable
to flight. Details of hardware, measurements and
results are found in Ref. [3].

The following section provides a brief
description of the test configuration followed by
a comparison of analysis results versus test
measured data.

Configuration-1

The leak path was machined and width
fixed at 150 mils confined to the primary gland.
Gaps along the path ranged from 50-60 mil, at
the entrance, to 30-40 mils adjacent to the gland.
Total volume was ~3.8 in’. Shown in Fig. 5-7
are predicted and measured pressures,
temperatures and erosion.
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Fig. 5. Configuration-1, Leak Path and Fill
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Fig. 7. Configuration-1, Primary O-ring
Erosion Comparison

Pressure transients, thermocouple data and
primary seal erosions compare well. There is
generally less than 20% error in the predicted
versus measured temperatures. Nominal erosion
prediction was within scatter of measured erosion.

Configurations-2.6

Fill volumes and inlet gaps are nominal. Path
width has been reduced to 100 mils.
Configuration-6 uses an RTV formed inlet.
Provided in Figs. 8-10 are results for test
configuration-2.  Fig. 10 shows the nominal
erosion for configuration—6.
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Fig. 8. Configuration-2, Leak Path and Fill
Bottle Pressure Comparison
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Metal Temperature Comparison
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Fig. 10. Configuration-2/6, Primary O-Ring
Erosion Comparison

Pressure transients, thermocouple data and seal
erosions compare well. In-depth bond line
temperatures are cooler than predicted but gas
temperature comparison is good. Nominal
erosion prediction was within scatter of
measured erosion.

Confgiurations-3.4.11.14

For these configurations leg-3 is open in
the lateral direction. Joint gaps and fill volumes
are nominal. Varied were leg-1/2 widths and
path materials. Two tests with 150 mil inlet (one
machined and one RTV’ed) and two tests with a
100 mil inlet. All results for these cases are
similar - thus comparisons for only one
configuration are presented. Shown in Figs. 11-
13 are results for configuration-4.
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Fig. 13. Configuration-4, Primary O-Ring
Erosion Comparison

For the wunconfined cases predicted bottle
pressures compare well, implying that computed
mass flow rates are accurate. Centerline pressures
in leg-3 did not compare well. Temperature
predictions were generally lower than measured
by 20-40%. The lower 2-c erosion prediction is
the best match with the measured data.

Secondary Gland Filling Cases

Four tests were conducted with a flawed
primary seal, allowing pressurization of the
chamfer and secondary gland. Results for
configuration-8 are presented. Geometry 1is
similar to a flight-configured joint-4 and
measurable secondary O-ring erosion was
produced. Configuration-8 had a confined 150
mil machined path to the primary. The primary
seal had a “dog-bone” defect aligned with the
inlet path. Fill volume for the primary gland was
nominal. The chamfer contained ~5.41 in’ and
secondary ~4.21 in’. Leading into the secondary
gland, the metal gap measured 5 mils. Shown in
Figs. 14-17 are comparisons for bottle pressures,
inlet gas/metal housing temperatures and
secondary O-ring erosion.
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Flight Configured Joint Modeling

To account for differences between the test
article and full-scale joint, the following modeling
modifications were made. Effective joint-4 gland
flow areas, hydraulic diameters, flow path lengths
and volumes were calculated using current
configuration data. These calculations accounted
for curvature of a seated O-ring and effect of
assembly grease. Full-scale nozzle environments
adjusted for the joint-4 location were used. Early
in motor operation static pressures at the joint are
~150 psia. A temperature of 5100°R was assumed
for gas available for pressurization. Standard
chamber data was used for adjustment of local
pressure and temperature as a function of time.

Two cases were investigated. The first
assumes a pre-existing leak path to the secondary
at motor ignition. Geometry of the leak path was
the same as test configuration-8. For this case,
pressures, temperatures and secondary seal total
erosion is presented. The second case deals with
the smart void scenario. Analysis begins at 104
seconds when the char line has penetrated the first
turn and exposes a smart void.  For this case,
pressures, temperatures and primary seal erosions
are presented for various leak path widths.

Provided in Figs. 18-20 are results for the
secondary gland pressurization. The analysis
assumes a 150 mil leak path and 150 mil dog-
bone in the primary at motor ignition.
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Gland pressure response is similar to test results.
The joint volume fill time is ~3 seconds. Metal
surface temperatures adjacent to the gas path
range from 1100°F next to the primary to 600°F
in the secondary metal gap. Outboard surfaces



remain ambient. Secondary seal erosion is
predicted to be 5 mils.

Shown in Figs. 21-23 are parametric results
for primary gland pressurization assuming a 30,
50 and 100 mil smart void. Inlet pressures are
approximately 80 psia. Filling of the gland occurs
in less than two seconds for all cases. Peak
housing temperatures are generally less than
500°F for all cases. Maximum primary seal
erosion of 20 mils is predicted with a 50 mil leak
path.
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Conclusions

Based on results presented in this study, the
following conclusions / observations are made;

(1) Test configurations-1,-2 provided calibration
benchmarks for inlet gas temperature. By
machining the leak path, flow areas
remained constant over time. There was no
flow spreading to be accounted for in
determination of mass velocities at the jet
origin. These configurations provided the
least amount of guesswork in quantifying
the effect of impingement gas temperature
on seal erosion. Inlet gas temperature of
~5100°R gave the best fit to erosion and
thermocouple data.

(2) Methodologies used for prediction of fill
bottle pressurization rates were accurate
without use of empirically derived factors to
account for comparison mismatches. The
gas tflow network global method of solution
provided good estimates of total mass flow
and hence a solid basis for the sub-model
procedures used.

(3) Temperature comparisons were acceptable
given the nature of the measurements, e.g.,
large gradients, tiny gaps and millisecond
time scales. Gas temperature measurements
were difficult to match and required sub-
modeling of the thermocouple junction. Sub-
model results indicate gas temperatures may
be in error as much as 1000°F during peak
tlow rate conditions.

(4) Seal erosion predictions were in good
agreement for the confined jet cases.
Erosion coefficients for a planar jet’ best fit
the measured data. Nominal predictions
usually were bounded within the scatter of
the data. The impingement film coefficient
relationships contained in Ref. [6] were
slightly modified to account for 2-D velocity
decay dependencies.

(5) Largest comparison inaccuracies occurred in
non-confined geometry where the flow field
1s multidimensional and CFD sub-modeling
required. The analysis tendency was to
over-predict seal erosions with CFD
computed flow fractions. Based on nominal
geometry, the fractions were reduced by a
factor of 2-3 to best fit the data. Parametric
CFD analyses shows that varying the
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secondary metal gap from the nominal 5 mils
to 3 mils yields approximately the right
magnitude for the flow fraction. The over-
prediction tendency may be an artifact of
assembly tolerances or soot / condensable
deposition all of which contribute to off-
nominal geometry.

Primary O-ring erosion for all “unconfined”
configurations ranged between 5 and 12 mils.
Model results suggest that venting leg-3
complete circumference and adding this
volume back into total system volume would
result in double the primary erosion (10-25
mil range). Model response indicated peak
flow rate magnitudes remained about the
same, occurred at the same time but fill times
increased. The time increase was
proportional to the volume increase, which
was proportional to the erosion increase
(about double). Recall the 100 mil confined
test produced seal erosion on the order of 90-
100 mils, about 10 times the erosion amount
of the spreading cases. This observation
suggests that a vented leg-3 is more tolerant
of seal erosion in the worst case scenarios.

The issue of inlet leak path width and what is
considered “worst case” was assessed. For
the smart void case, it was determined that a
maximum primary seal erosion of 20 mils
occurred with a 40-50 mil initial leak path
size. Below this threshold, total erosions
decreased as a function of decreased width.
Albeit fill times are longer, decreasing
impingement gas temperatures are controlling
seal erosion rates at the smaller gas path
widths.

Test results provided in ETP-1385 are
conservative due to the following; test free
volumes were larger, gland geometry more
constrictive and source pressures were high.
The results are non-conservative due to the
lack of testing at smaller leak path widths.
Parametrics were performed to evaluate the
relationship between inlet leak path width and
secondary seal erosion. Findings indicate a
maximum secondary erosion of 16 mils
occurs at path widths of 40-50 mils. Again,
as path widths decrease below 40 mils, gas
temperature reduction effects on seal erosion
rate control total erosion and not the overall
fill time.
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Thermal / Pyrolysis Gas Flow Analysis of Carbon Phenolic Material

J. Louie Clayton
Thermodynamics and Heat Transfer Group
Marshall Space Flight Center / NASA
Redstone Arsenal, Alabama

ABSTRACT

Provided in this study are predicted in-depth temperature and pyrolysis gas pressure distributions for carbon
phenolic materials that are externally heated with a laser source. Goverming equations, numerical techniques and
comparisons to measured temperature data are also presented. Surface thermochemical conditions were determined
using the Aerotherm Chemical Equilibrium (ACE) program. Surface heating simulation used facility calibrated
radiative and convective flux levels. Temperatures and pyrolysis gas pressures are predicted using an upgraded form of
the SINDA/CMA program that was developed by NASA during the Solid Propulsion Integrity Program (SPIP). Multi-
specie mass balance, tracking of condensable vapors, high heat rate kinetics, real gas compressibility and reduced
mixture viscosity’s have been added to the algorithm. In general, surface and in-depth temperature comparisons are
very good. Specie partial pressures calculations show that a saturated water-vapor mixture is the main contributor to
peak in-depth total pressure. Further, for most of the cases studied, the water-vapor mixture is driven near the critical
point and is believed to significantly increase the local heat capacity of the composite material. This phenomenon if
not accounted for in analysis models may lead to an over prediction in temperature response in charring regions of the
material.

NOMENCLATURE

A -area 7 -diffusional driving potential
B’ -dimensionless mass loss rate o -surface total absorptivity
Cy -Stanton Number, Heat Transfer B -pre-exponential factor
Cy -Stanton Number, Mass Transfer g -surface total emissivity

-spe.mﬁ.c heat I' —resin volume fraction

-activation energy u  -dynamic viscosity

-1* generic coefficient ¢ -porosity

-2 generic coefficient o -density

-enthalpy . vy -coefficient for Forchiemer extension

-mass source/sink rate

-thermal conductivity Subscrints:

-permeability c -cargor.l

Tmass cn -condensation

-mass flow rate o -edee

-mass fraction £ ﬁngal

-number of reactions o -gas

-Molecular weight
-total pressure
-heat transfer rate
-gas constant
-recession rate
-source term

i) -free indices

o -original

p -constant pressure
r -recovery

rad -radiation

s -solid material

-iﬁnlle erature sc -solid conduction
pe t -total
-velocity irei
v -virgin
-volume vp -vaporization
-weight fraction P b
w -wall

-spatial coordinate
-compressibility factor
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INTRODUCTION

The Space Shuttle Reusable Solid Rocket Motors (RSRM) have now provided the main propulsion source for
over 95 missions. During this time a very extensive database of motor operational performance has been amassed
which includes parameters such as nozzle insulation erosion rates. These data are understood statistically to the extent
that variations on the order of tenths of an inch are indicators that a change has occurred in either materials and/or
processes used in their refurbishment. The left hand nozzle of the RSRM-56 flight set displayed anomalous erosion
(pocketing) aft of the throat (Fig. 1) affecting the full circumference of the motor and measuring as much as 0.5” deeper
than expected mean values. Based on statistics, the event was approximately a 6-6 occurrence and thus could not be
discarded without further understanding.
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Fig. 1. RSRM Nozzle Showing Pocketing Region

The degraded material performance was believed to be attributable to the “pocketing” phenomenon that is
distinctly different from typically occurring thermochemical erosion. At this location in the nozzle throat ring material
ply angles are 45° to motor centerline and about 70° to the conducted isotherms. It is known that in-plane (with ply)
fibers oriented orthogonal to the isotherms are more likely to pocket. It was therefore suspected that for the RSRM-56
nozzle, process variation had produced fiber orientations approaching 90° to the flame surface and was likely the
primary cause of the increased erosion. Additionally, other factors related to materials and/or process variation were
considered potential contributors thus it was decided to initiate a comprehensive test program aimed at gaining a better
understanding of material thermostructural behavior.

The resources of the Laser Hardened Material Evaluation Laboratory (LHMEL) facility were utilized to examine
pocketing activity as a function of fiber orientation and other material variations such as resin content, moisture content
and ply distortions. LHMEL has the major advantages of a relatively large spatially flat surface heating distribution of
precise magnitude, rapid turn-around test time and direct measurement of surface temperature. Disadvantages of the
LHMEL are total pressures, thermochemistry and surface recession does not compare well with the actual RSRM.
Average recession rates are about one-forth of that experienced in the RSRM nozzle at the location of interest. There is
some debate and conflicting data ['! that seems to suggest that the effect of active surface thermochemistry may be
important in terms of suppression of pocketing. Notwithstanding these data, the decision was made to test at LHMEL
based on the belief that pocketing is an “in-depth” phenomena and not strongly dependent on surface recession.

The following provides a description of modifications incorporated into the SINDA/CMA computer code which
was developed by the author ! during the Solid Propulsion Integrity Program (SPIP). Upgrades include multi-specie
mass balance, real gas equation of state using generalized compressibility data, reduced mixture viscosity, resin
weight fraction Arrhenius formulation, high rate TGA coefficients and a condensation/ vaporization simulation for
vapors in the pyrolysis gas mixture. Basic formulations of the energy and momentum equations remain essentially
unchanged but will be covered for completeness.



Governing Equations

In-depth temperature and pyrolysis gas pressure calculations are based on simultaneous solution of 1-D
conservation equations for mass, momentum and energy along with a real gas equation of state and kinetic rate
equation. The following basic assumptions were incorporated into the math model:

1) Local thermal equilibrium exists between pyrolysis gas and solid thus one energy equation can
describe thermal response of both.

2) Pyrolysis gas motion is governed by the Darcy-Forcheimer equation. Permeability and porosity data
was correlated as a function of degree of char. Data was assembled from Clayton” and Stokes!*].

3) Temperature and pressure gradients are 1-dimensional thus material anisotropy can be simulated by
use of effective properties. Rule of mixtures was used for determination of properties in the charring
region.

4) Transport of condensable species through the pore network occurs in the vapor phase. Liquid
occupying pore volumes was assumed to be stationary and in equilibrium with its respective vapor in
the mixture. Condensation and vaporization rates are governed by the amount of a specie that can be
thermodynamically accommodated in the mixture relative to saturation over a given time step.

5) Condensed phase species residing together in a pore volume are assumed not to interact with each
other chemically or physically. Gas phase permeability remains unchanged due to the presence of
liquid in the pore volumes.

6) Mixture specie concentrations, in the pore free volumes, were determined by “origin” generation,
condensation/vaporization rates and upstream advection. Equilibrium and/or kinetic rate reactions
within the gas and reactions with the char layer are currently not modeled.

Surface Energy Balance

Surface heating conditions are determined by consideration of combined convective, radiative and
thermochemical loading. The LHMEL is unique, and different from the RSRM in that surface response is driven by
the incident radiation emitted from a CO, laser and is convectivly cooled by air flow. Oxidation of carbon in the char
layer is present and averages about one mil/sec depending on incident heat rate and location on the sample.
Components of the surface heat flux are depicted in Fig. 2.

boundary
layer edge
net chemical 1n01.de.nt
net convection radiation re-radiation
thermochemically
eroding surface
backside in-depth
advected conduction

fluxes

Fig. 2. Thermochemically Eroding Surface Boundary Conditions

During testing, surface radiometer data was collected and used for model calibration of surface optical properties.
Backfitting model response to measured data across the range of incident flux levels, surface absorptivity was found to
be independent of temperature while re-radiated energy levels were controlled by a temperature dependent emissivity.
The backfit suggested that a ~ 0.97 and & was ~ 0.85 @ 3000°F and increased linearly to ~ 0.96 (@ 5000°F. Forced
convective cooling of the sample was imposed by a 0.5 Mach air flow directed parallel to the heated surface. Facility
airflow calibration data was used for determination of convective heat and mass transfer coefficients and average values
of these quantities input into the SINDA/CMA model. Surface oxidation rate was correlated in familiar b-prime table
format and estimated by an ACE I solution for standard air environment. Surface recession rates average about one



mil/sec and vary substantially along the heated surface with the leading edge having the greatest erosion. Arithmetic
summation of respective fluxes identified in Fig. 2. gives the following expression for the surface energy balance:
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Terms left to right are identified as free stream convection, surface thermochemical, backside advective fluxes,
radiation incident/emitted and conduction into the material. Numerical solution for the surface energy balance! is
implicit with respect to temperature calculations but explicit in time relative to mass flow calculated quantities. Net
flux values are loaded into the source term of the surface node during iterative convergence of the global temperature
and pressure calculations. This numerical method is different from the standard CMA approach but the two methods
compare well with a difference of less than 1/2 % in computed surface temperature?!.

In-Depth Thermal Solution

Invoking the assumption of gas-solid equilibrium, leads to the standard CMA®! formulation for energy
conservation given by Eq. 2. For this study an additional term that accounts for pyrolysis gas capacitance has been
added to the equation per the general formulation provided by Keyhani "l Inclusion of gas capacitance has heretofore
been considered unnecessary due to order of magnitude considerations however based on findings presented in this
study, it is believed this term can become significant in charring regions of the material. Terms left to right are energy
storage, conduction, decomposition, grid movement, pyrolysis gas flow and latent phase change rates. The last two
terms were added to account for the phase energy of saturated water and phenol compounds.
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A finite element scheme was used for discretization of the energy equation. The computational grid consist of
one dimensional first order elements with applied front/back face boundary conditions, Fig. 3.
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Fig. 3. One Dimensional Finite Element Grid

Surface recession is accommodated by movement of the grid relative to a fixed coordinate and applying a
correction term to account for the induced advected energy into the element(s). As with the baseline CMA technique,
the last element (furthest from the heated surface) shrinks to accommodate surface recession. If eroded total depth
exceeds elemental thickness it is dropped from the active network and the adjacent element now absorbs the recession
and so on. Determination of the elemental “stiffness” matrix is based on trapezoidal rule numerical quadrature which
evaluates material heterogeneous and temperature dependencies explicitly in time. Temperature and pressure elemental
integration points are coincident with a density field “nodlet” grid. Use of a nodlet grid for the density calculations is
similar to the CMA technique and is generally necessitated by the exponential behavior of the Arrhenuis equation.



In-Depth Pyrolysis Gas Pressure Solution

Pyrolysis gas pressure distributions are calculated using a Darcy-Forcheimer form of the momentum equation
substituted into the conservation of mass equation. Real gas effects for the mixture are simulated by application of a
generalized compressibility factor to the ideal gas law. Pseudocritical temperatures and pressures’® are calculated for
the mixture based on mole fractions and the individual specie data. These “reduced” properties are used as
independent variables for table lookup to determine the z factors. Mixture viscosity calculations! incorporate the
effects of pressure, temperature and molecular polarity and are functions of mole fraction data and the pseudocritical
reduced properties. Expression of gas properties in terms of mixture equivalents, i.e., gas constant, viscosity’s, etc.,
permits use of Darcys equation for computation of total gas pressures. Specie partial pressures are simple functions of
the mole fraction data which result from the multi-component mass balance. Terms left to right in Eq. (3) are
functionally identified as gaseous mixture storage, total diffusive mass flux, total rate of pyrolysis gas generation,
coordinate set movement correction, total multi-specie vaporization and condensation.
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Eq. (3), the “pressure” equation, is analogous in formulation to the energy equation and is thus numerically solvable by
the same finite element techniques used for temperature calculation. Assembly of the pressure elemental stiffness
matrix relies on explicit quadrature of spatially dependent properties using the same procedure derived for the thermal
calculations. Details of discretization of the diffusive term, treatment of source/sink terms and numerical degree of
coupling are developed and discussed in Ref. [2].

In-Depth Kinetic Decomposition

A resin based weight fraction formulation of the Arrhenius equation was employed for the in-depth material
decomposition simulation. Kinetics coefficients were developed by Clayton!'¥ and computed from high rate TGA data
derived by Southern Research Institute (SoRI). The weight loss curve fit considered three reactions and was based on
the 3000°C/minute data. The Arrhenius relationship used in the SINDA/CMA code has the following form:

_E.

dw; n 1-n; . 3

> o, (w; - W, Jipest @)
Z

A thermal decomposition “nodlet” grid was implemented for refined description of variation in material density
along the 1-D coordinate. This grid is fixed and contains time based composite material density resulting from
integration of Eq. (4). A simple Euler scheme was applied in which integration time steps are set equal to the transient
solution time step for the temperature and pressure calculations. Updating of temperature in the calculation occurs
explicitly and the resultant pyrolysis gas flow rates are used explicitly in temperature and pressure calculations (loosely
coupled). Quadrature involved in evaluation of stiffness matrices assumes a piecewise linear distribution of density
described by integration of Eq. (4) at the fixed nodlet sites. Conversion of resin weight fraction data to composite
density was based on the following relationship

Ps :rpv(zwij-’_(l_r)pv )

Multi-Component Mass Balance

A multi-component mass balance allows for tracking of individual molecular species evolved during the in-depth
thermal decomposition process. The procedure utilizes a control volume aligned with elements in the pressure grid,
Fig. 4. Total rate of decomposition and thus pyrolysis gas generation is determined by Eq. (4) and is assumed strictly a
function of temperature and local char state. Mole fraction data that describes molecular species evolved as a function



of degree of char taken from Clayton was used to determine the “origin” generation rate. A total of eight molecular
species were considered; water, carbon dioxide, carbon monoxide, methane, hydrogen, phenol, cresol and xylenol. Of
these eight, water and phenol have critical temperatures high enough and occur in sufficient concentrations that
condensation and vaporization has to be considered if accurate total pressure magnitudes are to be calculated.

1 L

Fig. 4. Multi-Component Mass Balance

At the boundaries of the control volume are the advected fluxes of the individual species. Depending on computed
direction of flow upstream contributions contribute to a weighted average type calculation of pore volume specie
concentration. Equivalent molecular weights, gas constants, mixture viscosity’s, specific heats are all functions of the
mixture mole fraction calculations. Tracking partial pressures of individual species allows for simulation of
condensation and vaporization. The computational procedure involves comparing specie partial pressure to its
saturation pressure for the local temperature, Fig. 5. Below critical temperatures for the given specie, if its partial
pressure tries to exceed the saturation pressure, an instantaneous rate of condensation is calculated that will keep the
specie partial pressures equal to its saturation pressure (T4 to T3). Time integration of the rate of condensation gives
the total amount of liquid that has accumulated in the open pore volumes. This liquid is available for vaporization
when conditions are such that the mixture can thermodynamically accommodate its presence. Vaporization rates are
computed based on the premise that the gas mixture remains saturated until all the liquid in the pore volume is
removed(T{ to Ts). Above critical temperatures gas mixture PVT behavior is described by the ideal gas law using

generalized compressibility factors. The technique employed is similar to that used by Clayton®.

critical

partial _ i
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boundary

6
vaporization
2
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Fig. 5. Condensation and Vaporization Simulation
NUMERICAL SOLUTION

As previously discussed, discretization of energy and mass conservation equations was based on a finite element
formulation employing a nodlet grid for integration of the Arrhenius equation. Time integration of the non-steady
behavior of the diffusion equations, i.e., pressure and temperature, was performed by a Crank-Nicholson procedure.
Egs. (2) and (3), are cast into the following generic form:



AD; AD; AD.

where; @ is temperature or total pressure

Eq. (5) is solved by iteration for the dependent variable AD;. A successive point (Gauss-Seidel) scheme is

applied which uses dependent and source term damping. Coupling is fully implicit between pressure, temperature and
surface energy balance meaning that all quantities are converged together along with their respective coefficients and
source terms at every time step. The Arrhenius equation is not iterated with temperature and pressures. A simple
explicit updating is performed using “old” time step data values. The global method of solution is described in detail
by Clayton!?! but will be summarized here to include the phase change logic. The overall numerical procedure goes as
follows:

1) Initialize temperature, pressure, density and nodal coordinates. Compute coefficients in Equation (5).

2) Increment boundary information and solve for temperatures and pressures by iteration.

3) Using converged data in Variables 2, interpolate temperatures onto density grid and integrate Arrhenuis
equation across the time step. Store decomposition data into an array versus position.

4) Recalculate coefficients in Eqn. (5) based on new properties data, i.e., conductivity’s, permeability’s, mass-
energy source and sink rates, coordinate system location, etc...

5) Perform nodal mass balance as function of converged flow conditions for current time step. Compute mass
and mole fractions, partial pressures, mixture equivalent properties.

6) Compare partial pressures with saturation pressure (@ temperature for condensable species. If partial pressure
is greater, using real gas law compute amount of mass removal necessary to make the two equal. Accumulate
this mass as liquid in the control volume. If partial pressure is less than saturation, using real gas law compute
amount of mass necessary to saturate mixture and vaporize accumulated liquid (if there is any). Adjust mass
source terms in pressure network to reflect local rates of condensation/vaporization.

7) Perform grid movement logistics, if current time is less than end time return to step #2

Steps #3-#7 are performed in Variables 2 of the SINDA/CMA model thus all procedures described in these steps are
explicitly coupled in time to the pressure and temperature calculations in step #2.

RESULTS

Spatial distributions for in-depth temperature and pyrolysis gas pressure for various incident radiant heating rates
are presented in Figs. 6-14. For these cases ply angles are fixed at 90° and time slices at 3, 10 and 20 seconds are
provided. For clarity, partial pressures of only major contributors such as water vapor, carbon dioxide and monoxide
are presented. For the 300 Watt case, surface temperatures range from 2900°-3700°F and increase monatonically
during the test. Peak total pressures range from 140-180 atmospheres with the maximum occurring at the 10 second
time slice. Water vapor is the dominant pyrolysis gas specie in the charring regions of the material with mixture mole
fractions approaching 99%. Gas flows are driven in-depth and to the heated surface depending on proximity relative to
the peak pressure location. In the cooler material, carbon dioxide becomes the dominant specie. As the mixture is
driven in-depth, the water vapor is condensed out leaving only species with critical temperatures low enough to exist as
a gas at the given total pressure and temperature. For the 500 Watt cases, Figs. 9-11, surface temperatures range from
3600°-4300°F, increasing during the test. Peak total pressures range from 130-190 atmospheres with the maximum
occurring at 3 seconds (earlier in test compared to 300 Watts). Specie distributions follow the same general trends.
Looking at the 1000 Watt cases, Figs. 12-14, surface temperatures now vary from 4600°-5100°F and increase during
the test. Peak total pressures range from 200-220 atmospheres with the maximum occurring at 10 seconds. Clearly
observable trends in Figs. 6-14 are overall increase in material temperatures and total pressures with increasing surface
heat flux.
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Provided in Figs. 15 and 16 are comparisons of predicted material thermal response to the laboratory measured
data. Surface temperature data was obtained by radiometry while in-depth measurements were gathered by secondarily
bonded thermocouples. Thermocouple depths were 0.125, 0.250 and 0.375 inches; a constant spacing of one-eighth
inch. Adjustment of surface optical properties, per the discussed procedure, allowed for very good correlation in
predicted response to the measured data. A good temperature match at the surface is a necessary starting point for
understanding comparisons made at the in-depth locations. In general, the in-depth calculated quantities compare well
with measured data and some discemible trends were evident. For the 300 Watt case at the 0.25” location, the
measurement strays from the prediction at ~10 seconds. Comparisons at locations on both sides of this thermocouple
are very good thus it is believed that the measurement may be inaccurate to some extent. High surface heating rate
(1000 Watt case) comparisons are provided in Fig. 16. Unfortunately, lower capability thermocouples were used for
this test and the in-depth measurements fail at ~2100°F. A general tendency for this test, and others in a series of
~1100 tests, is that model predictions lead measurements in the 700-1500°F range. Laboratory measured specific
heats, for virgin and char material, were used for results presented in Figs. 15 and 16 to demonstrate this over
prediction trend. Addition of saturated water pressure and temperature dependent specific heats into the energy
equation would produce a better temperature comparison at the in-depth locations.
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CONCLUSIONS

Based on findings presented in this study the following conclusions are made:

1) Surface thermal simulation was best backfit by assuming a constant absorptivity and temperature
dependent emissivity. At surface temperatures approaching 6000°R the two are equal at ~ 0.97 while
at the lower temperatures, emissivity values were estimated to be ~ 0.85. It is recognized these
backfit values are sensitive to the assumed radiometer values used during testing.

2) In-depth thermal response is not strongly dependent on detail calculation of the pyrolysis gas flow
field. Somewhat satisfactory results have been obtained for years assuming gas flow is always
directed to the heated surface and vapor condensation not a factor. The reason for the “weak”
coupling is that in-depth thermal response is driven primarily by conduction into the material.
Pyrolysis gas flow contributions to the overall energy balance are second order effects.

3) The trend of increasing total pressures with increasing surface heat rate is attributable to material
“kinetic shift” meaning basically that at the higher heat rates, the material has a tendency to be less
charred at higher temperatures. Trapped volatile’s and initially evolved gases are dealing with higher
temperatures and logarithmically smaller shifts in permeability thus pressure build up is greater.

4) Not accounting for pyrolysis gas reactions with carbon in the char layer seems to be a reasonable
approximation at temperatures < 2000-2500°F. This premise is supported by findings presented by
April™ were specie concentration data was obtained for gas flow through char layers at various
temperatures. Peak magnitudes of pyrolysis gas pressure build up, see Figs. 6-14, take place in
partially decomposed material where local temperatures are in the 700-1100°F range. Water-carbon
reactions within the char layer could potentially increase local permeability and thus affect pressure
magnitude and distribution obtained from the global solution. The exact extent of influence is
unknown at this time and suggest that permeability may be correlated versus actual material density
rather than the degree of char parameter. This method of correlation could potentially capture the
effect of residual char density changes due to heat rate dependence and/or enhanced pyrolysis gas
reactions with carbon.

5) For a given heat flux, calculated gas pressures for ply angles less than 90° are greater than pressures
calculated for the 90° case. This is a result of the across-ply permeability component coming into
play in the effective 1-D property calculations, i.e., across-ply << in-plane permeability’s at
temperatures less than ~ 750°F. Gas generation rate is essentially unchanged while flow resistance
has increased thus in-depth pressure build-up is greater. This trend is based on the premise that
permeability is a function of degree of char only which is how the data was correlated in the thermal
model. Its is known that permeability can be a function of compressive load which has the
implications that the overall solution will necessarily have to couple thermal and structural response.

6) Formulation of the energy equation includes the local heat capacity of pyrolysis gas as contributing to
the storage of energy in the material. The advective terms have always been included in CMA type
codes but storage terms neglected on the premise of being second order. Results provided by the
multi-specie calculations indicate that a liquid water-vapor mixture can exist during the
decomposition process and that the mixture can be driven near critical conditions. In theory, a
substance at the critical point has an infinite heat capacitancel'” and the asymptotes, near the
singularity, are finite and are thermodynamically obtainable to a fixed extent. Historically, there has
been a tendency to over predict in-depth temperature response using laboratory measured thermal
properties. Many theories have been proposed to explain the differences which include kinetics,
dynamic conductivity’s, instrumentation, but it is believed by findings presented herein that part of
the in-accuracy may be a result of not considering the thermodynamic state of water and implications
of its pressure and temperature history.
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LOX SYSTEM PRESTART CONDITIONING ON X-34

Brian K. Goode
Marshall Space Flight Center
ED25 Thermodynamics and Heat Transfer Group

ABSTRACT

The X-34 is a reusable launch vehicle that will be carried underneath an airplane to altitude of 35000 feet
where it will be launched. It utilizes a single Fastrac 60K rocket engine for propulsion. This engine burns
RP-1 and Lox as propellants and has a single shaft Lox and RP-1 turbopump. With these features there are
three important requirements that must be met during the prestart thermal conditioning of this engine and
feed system. First, the Lox temperature prior to starting the engine must be cold enough to be in the
predefined start box at that pressure. Second, the RP-1 in the single shaft turbopump in close proximity to
the lox must not freeze significantly where it effects turbopump or engine operation. Third, the chill phase
of the prestart countdown has been allocated 7001b of Lox which if exceeded starts to effect mission
performance. Extensive testing and analysis has been performed to evaluate the chill characteristics of the
Fastrac Engine as well as test facilities and X-34 Lox feed and bleed systems.

INTRODUCTION

The captive carry phase of the X-34 launch is the period that the X-34 is attached to the 1.1011 aircraft and
the aircraft is airborne. During development of the Fastrac engine, it has been thermally conditioned before
start, using many different procedures and with many different facility configurations. None of which have
exactly duplicated the X-34 captive carry flight conditions. The X-34 feed line is smaller than any in the
ground test program. The flight environment as well as the helium supply to the turbopump buffer seal is
expected to be much colder. A thermal model is being developed to assist in determining the flight chill
procedure and to show that the requirements can be met given the vehicle configuration and the colder
conditions.

Experiments have been performed to characterize the RP-1 freezing hazard and to determine Lox and LN2
boiling heat transfer coefficients. A thermal model using SINDA has been created that simulates the chill
down of all the mass in the feed system, turbopump, and bleed system. An integral flow model of the Lox is
included to get the transient flow rate through the system. Logic is included which will simulate each of the
ground test facilities and X-34, Lox or LN2, and with actual valve sequences and tank pressure profiles.

FUNDAMENTAL TESTING

RP-1 FREEZING CHARACTERISTICS

Simple tests were performed to provide an experimental basis for some aspects of this problem. All that
was known of frozen RP-1 was the freezing temperatures listed in text books and property books. RP-1 was



frozen in an aluminum tray using liquid nitrogen and as the RP-1 thawed the temperature was measured and
physical properties were observed. The results indicated that there is no freezing temperature but a
transition that occurs between the temperatures of 400 R and 350 R. As temperature is reduced below 350 R
the solid wax increases in hardness. These temperatures are approximate because during thaw there were
many phases, and temperatures existing simultaneously in the tray. This test showed conclusively that 400
R would be a safe lower limit, and that 335 R represents a significant risk to turbopump operation. RP-1 is
shown in figure 1 with a temperature of 373 R (=87 F). Table 1 lists the temperatures and corresponding
physical observations.

Figure 1: Freezing RP-1 In a Tray Figure 2: Freezing RP-1 on Tube Wall

A second test was performed to determine how much frozen RP-1 would accumulate on a cold wall
submerged in warm RP-1. LN2 flowed through the tube, and the wall temperature was measured to be 160
R. Again there was no solid liquid boundary but a transition that occurred as the distance from the wall
increased. This made thickness measurements rather subjective. This test showed that if bulk RP-1
temperatures remained warm no significant buildup of solid RP-1 can take place. A conservative approach
to calculating frozen thickness was developed. Figure 2 shows a thickness measurement being taken in this
experiment and table 2 shows the values for four separate measurements and an average.

Table 1: Frozen RP-1 Observations Table 2: Steady State Thickness Values
Temperature Description Measurement ~ Value

302 R Hard wax A. .044 inches

335R Solid wax, softening some B. .082 inches

350 R Soft wax C. .074 inches

355R Gel D. .024 inches

380 R Gel, thick liquid, rapid warm up average .056 inches

420 R Liquid RP-1 with some solid present
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BOILING HEAT TRANSFER COEFFICIENTS

Two experiments were performed to investigate Boiling Heat Transfer Coefficients (HTC). The first test
measured 17 impeller surfaces as it was chilled in liquid nitrogen. Figure 3 shows a chilled impeller in a
vertical orientation. Figure 4 shows the impeller being submerged in liquid nitrogen in a horizontal
orientation. The second test measured the surface temperatures of two steel plates chilled in liquid oxygen.
Figure 5 shows the plates in lox and figure 6 shows the instrumented plates on the table. A one dimensional
thermal model was used to derive the boiling HTC as a function of surface temperature from the measured
data. The impeller test showed no significant variation with orientation. This test shows that when LN2
envelopes the impeller that all surfaces were chilled in 140 seconds. Figure 7 shows the measured data from
an impeller test. Figure 8 shows predicted impeller surface temperatures for metal of different thickness
using the derived LN2 boiling HTC curve. Figure 9 shows the derived curves for Lox and it is an average
of these lox curves that is used in the thermal model. The critical boiling characteristics apparent from
testing were the film boiling HTC and the transition region from minimum to maximum heat flux.

Figure 3: Chilled Lox Impeller Figure 4: Chilling Lox Impeller in LN2

s
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Figure 5: Chilling Steel Plates in Lox Figure 6: Instrumented Steel Plates
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Figure 8: Predicted Impeller Surface Temperatures from Derived HTC Curve
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Figure 9: Derived HTC Curves from Steel Plates in Lox

COMPONENT AND ENGINE TESTING

The first component test series had the turbopump only with an upper lox line bleed and a turbopump bleed
for thermal conditioning prior to start. There were many pressure and temperature measurements in the lox
system and on the external surfaces of the turbopump. There was no flow meter installed which could
measure the low bleed flow rates during chill. The first attempt to chill through the turbopump bleed was
much to slow so an alternate plan to chill through the Lox throttle valve was incorporated. This valve at
40% open and a 4.5 inch diameter line simulates the main oxidizer valve on the engine. There was a
temperature probe installed in the fuel bearing coolant line to measure the fuel temperature behind the
impeller. Many changes were made to the model after this first series. The tests revealed that the 9 tooth
Kel-F labyrinth seal ring and the warm helium are important in maintaining warm fuel temperatures.
External thermocouples on the IPS housing matched well with the model predictions.

The first engine level testing occurred on the Horizontal Test Facility. This series provided the first flow
rate data through the engine bleed which was critical information for model correlation. This facility also
had many pressures and temperatures measured in the lox system. The 9 tooth labyrinth seal ring material
changed to nickel 200 which had a larger operating clearance than the Kel-F. To maintain warm fuel
temperatures helium cavity pressure was raised in the Inter Propellant Seal (IPS). Another significant chill
test was performed on HTF where the engine and lower feed line were chilled with flow through the main
oxidizer valve only. The actual flow rate was 43 lbm/sec which was lower than expected. There was an
unexpected 30 psi pressure drop between pump inlet and discharge which happened when the pump spun to
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2000 rpm. Turbomachinery provided the negative head portion of the pump map and it was incorporated
into the thermal model. Another unexpected result was the slow rate at which the main injector lox dome
temperature decreased after dropping below the saturation temperature. Horizontal test facility and the
component testing has supplied vast amounts of data for model correlation. Figure 10 shows the
turbopump.

Lox Pump Lox Inlet

AIN DATA
WL Te L

ITEM NAMEs 96M32900

REVISION: _Bp

Figure 10: Turbopump Cross Section

X-34 SYSTEM AND ENVIRONMENTS

There are significant differences between the flight and ground test experience in terms of configuration and
environments. The flight lox feed line has much less mass and is shorter than HTF or the Component
Stand. The bleed line on X-34 has an inner diameter of 0.62 inches and is 5 to 6 feet long. At the end is a
check valve with an Equivalent Sharp Edge Orifice Diameter (ESEOD) of .43 inches. On HTF the Engine
bleed line is 0.884 inner diameter and 20 feet long with no check valve. The engine with the HTF bleed
configuration flows approximately 3.5 lbm/sec of lox with 67 psia at the engine interface. Helium, Fuel and
ambient air temperature has always been warm in ground testing. The flight cold case helium temperature
is 417 R, fuel temperature 460 R and engine compartment purge temperature reaches a low of 449 R at
engine start. Bleed exit pressure on the ground has been 14.7 psia where flight will be 3 psia at an altitude
of 35000 feet. To alleviate some of the cold environments the X-34 will have a warm purge on the ground.
In addition, a turbopump heater will add 200 watts to the IPS fuel side flange on the ground and 100 watts
during the captive carry phase.
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Figure 11: Typical Lox Feed and Bleed System
THERMAL MODEL

A thermal model was created to determine the important parameters that drive the thermal conditioning of
the turbopump prestart. It encompasses the feed line, bleed lines, and most of the turbopump. There is
detailed modeling of the lox also since transient flow rates and lox quality are such important aspects of this
problem. The approach taken is to model the ground test hardware, environments, valve sequences,
pressures and correlate the model. Only then can the X-34 condition be predicted with confidence. As more
test data has been produced the model has evolved to be more complex to match the data. The following
major changes to the model have taken place in chronological order. The first improvement was the
detailed modeling of the Inter Propellant Seal to match the warm fuel seal drain temperature that was seen
on the component stand. These changes include a variable clearance in the 9 tooth labyrinth seal and fluid
nodes with heat transfer for the helium. Then heaters were added along with logic to simulate the flight
designed thermostat set points and tolerances. Then the necessary logic to model all facilities with all the
flow circuits was added with the capability to run complicated pressure and valve position profiles.
Properties and lox temperatures are determined from calculated enthalpy to better model the saturated and
subcooled fluid and the heat transfer occuring in the lox system.

INTEGRAL FLUID MODEL

The fluid in the lox feed and bleed system has been divided in to approximately 60 nodes. At each location
the state of the lox is dependent on the energy balance including the stored energy, energy in and out from
mass flow, and the convective energy transferred to the fluid in the volume. The enthalpy is calculated and
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used to determine the fluid properties. For nodes which contain saturated liquid and vapor, all properties
are calculated based on volume fraction of vapor, and saturated vapor and liquid properties. The approach
to calculating heat transfer coefficient (HTC) is to calculate a vapor and liquid HTC and then average the
two based on the vapor fraction by volume.

The flow rate calculation has proven to be the most difficult. The first approach was simple and used loss
factors and Bernoulli's equation to iterate on a flow rate in each bleed path. The difficulty has come from
the fact that there are large variations in density and HTC that occur, causing the flow rate prediction to be
unstable. At a pressure of 50 psia saturated liquid is 77 times more dense than vapor. Nucleate boiling
HTC is as high as 1800 btw/ft2/hr/F and film boiling HTC is as low as 20 btwft2/hr/F.  The flow
calculation was stabilized and a good correlation was achieved for an engine bleed only chill on HTF.
Correlation to the MOV chill on HTF however has been difficult. The current version of the chill model
has a more complicated solution that includes conductors for choked flow and cavitation. It is incomplete
at this time.

HARDWARE TEMPERATURE PREDICTIONS

All the mass which must be chilled or that may transfer heat to any of the lox flow circuits is included in the
model. The turbopump is modeled in greater detail in order to address the fuel side temperature
requirements as well as match any IPS and turbopump surface temperatures measured in the ground test
program. The feed lines and bleed lines are modeled simply with approximately 60 nodes, each with the
correct surface area and mass. External heat transfer is included or disabled if the line is insulated.

RESULTS FOR HTF AND X-34

The results presented in this paper are from a version of the model which correlated well with an engine
bleed test on HTF and then was used to predict the X-34 chill. This version of the model did not correlate
well with the HTF test where the engine, feed and bleed system were chilled through the Main Oxidizer
Valve (MOV). The results presented here are for illustration of what the model capabilities are, recognizing
that more features are required to match all the test data.

On HTF the chill sequence typically involves a low pressure chill of the upper feed line through the upper
feed line bleed. When cold liquid 1s evident upstream of the prevalve, the prevalve is opened beginning the
chill of the lower feed line through the lower feed line bleed and engine bleed. Shortly after prevalve
opening the upper feed line bleed is closed and the tank is pressurized taking the engine interface pressure
from 18 psia to 68 psia. Figures 12 shows the predicted mass flow rate. The first hump in this curve is the
low pressure upper feed line chill. The second hump is lower feed line chill with both lower valves open
and engine interface pressure at 80psia. Flow rate drops in half to 4.5 lbm/sec when the lower lox line
bleed is closed. The next drop in flow rate occurs when the tank is vented. While vented the lower lox line
bleed is opened again and at approximately —1700 seconds the tank is pressurized to 68 psia. Shortly after
pressurization the lower lox line bleed is closed again. Figures 13 and 14 show analysis and test data
respectively for engine interface temperature and how it compares to saturation temperature at that pressure.
Figures 15 and 16 show predicted and measured gallons of lox in the tank. Figures 17 and 18 show
predicted and measured fuel seal drain temperature. It is interesting to note how this temperature rises at —
3200 seconds when tank pressure is reduced and how it drops again at —1700 seconds when the tank
pressure is increased again.

The X-34 analysis is much more simple in terms of tank pressurization and valve sequences. Tank pressure
starts at 13 psia and the prevalve and engine bleed are opened at 0 seconds. Soon the tank pressure is
ramped to 58 psia which is the start pressure for the engine. Figure 19 shows the engine interface
temperature as well as the saturation temperature at the interface pressure. The plot shows the engine
interface temperature constraint being met at 410 seconds. The lox consumption curve is shown in figure
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20 and with this chill procedure shows 700 1b consumed at 710 seconds. The start window then will occur
between 410 and 710 seconds. Figure 21 shows that in this window the fuel seal drain temperature at an
acceptable level and consistent with the ground test experience of 400 R. Figure 22 shows the predicted
transient flow rate for the X-34 bleed line at the low exit pressure.

FUTURE TESTING AND ANALYSIS

There is a planned test on HTF with a simulated X-34 bleed line. Downstream of the Engine Interface
Panel there currently is a bleed line 20 feet long with inner diameter of ..884 inch. The last 5.5 feet of this
line is to be modified to inner diameter of .62 inch and with an orifice at the end with diameter of .43 to
simulate a check valve which is in the X-34 bleed line. The X-34 vehicle itself is scheduled to ground
tested with an engine firing included so there will be chill data for the flight feed and bleed system prior to
first flight.

The thermal model is currently being modified to include flow conductors to calculate choked flow and

cavitating flow for valves and orifices in the lox feed and bleed system. Once that version is operational
and predicting stable flow rates, correlation to test data will begin.

Analysis, HTF Test, Lox Mass Flowrate
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Figure 12: Predicted Feed line Flow rate
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Analysis, HTF Test, Engine Interface Temperature
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Figure 13: Predicted Engine Inlet Temperature
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Figure 14: Measured Engine Inlet Temperature
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Analysis, HTF Test, Lox Volume Gallons
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Figure 15: Predicted Lox Volume in Gallons
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Analysis, HTF Test, Fuel Seal Drain Temperature
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Figure 17: Predicted Fuel Seal Drain Temperature
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Figure 18: Measured Fuel Seal Drain Temperature
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Analysis, X-34 Cold Case, Engine Interface Temperature
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